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Abstract

The size and complexity of websites have grown significantly during the recent years. In line with this
growth, the need to maintain most of the resources has been intensified. Content Management System (CMS)
is software that has been presented in accordance with the increased demands of the users. With the advent
of CMSs, factors such as domains, pre-designed module development, graphics, optimization, and alternative
support have become the factors that influenced the cost of the software and web-based projects.
Consecutively, these factors have challenged the previously introduced cost estimation models. This paper
provides a hybrid method in order to estimate the cost of the websites designed by CMSs. The proposed
method uses a combination of Genetic Algorithm (GA) and Multi-layer Perceptron (MLP). The results
obtained are evaluated by comparing the number of correctly classified and incorrectly classified data, and
Kappa coefficient, which represents the correlation coefficient between the sets. According to these results,
the Kappa coefficient on testing dataset equals 0.82% for the proposed method, 0.06% for GA, and 0.54%
for MLP Artificial Neural Network (ANN). Based upon these results, it can be said that the proposed method
can be used as a considered method in order to estimate the cost of websites designed by CMSs.

Keywords: Genetic Algorithm, Multi-Layer Perceptron Artificial Neural Network, Website Cost Estimation,
Content Management System.

1. Introduction

Some researchers have stated that the number of
web pages on big websites double annually [1, 2].
However, in order to develop websites, it is
required to have websites of different areas that
have business-to-business relations, multi-
language websites, and intranets, which integrate
suppliers and business partners [3]. The number of
people who increases different contents is
increasing daily. These content helpers might
have different writing and reception styles that
demand the personal content and enhanced
performance of the websites. Different media also
need to manage both text and images [4, 5]. These
factors make a website content management a
compulsive priority.

The phrase content management of a constant
source is ambiguous [6]. There are various
definitions among different individuals. Some
consider it as a platform that can be purchased,
and the others see it as a set of approved methods

or a new way to create business [7]. Since there
are different definitions for content management
in different areas, it has no precise and solid
definition. Generally, a content management
system (CMS) software is installed on a web
server, and the users with different access rights
can enter their own domain. According to their
access rights, every user can generate, edit, and
publish the content as well as information. This
function is known as a management role, and it is
common for almost all CMSs [8].

This paper has been organized as follows: Section
2: Related works; Section 3: Basic concepts;
Section 4: Proposed method; Section 5:
Evaluation criteria and data analysis; Section 6:
Conclusions and future works.

2. Related works
In the recent years, many methods have been
proposed for website management, their design,
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and production cost estimation. For example, by
proposing the WEBMO model, which is a
developed COCOMO Il and one of the
algorithmic methods, the researchers [9] have
tried to estimate the effort rate for web projects.
Likewise, this model calculates the cost of web
projects: first by using estimators like web objects
and then complexity coefficient table for object
criteria, system operators, and operands
calculation process along with selecting criteria
complexity in the areas of e-commerce, financial
and commercial applications, portals, and
information services. WEBMO differs from
COCOMO 1l by having nine instead of 7 cost
drivers and variables instead of fixed capacity.
This model eventually uses Pred (N) standard to
evaluate the proposed model. E. Mendes et al.
[10] affiliated their  measurements and
requirements to the number of Use Cases, total
number of entities in entity-relationships, total
number of pages in entity-relationship, total
number of nodes in a navigation graph, number of
anchors in navigation graph, and effort in person
hours for designing web pages. Then by counting
the number of HTML pages, the number of media
files, the total number of phrases used in
JavaScript code, and the cascading style sheets,
the total number of internal and external links on
each page, the number of media differences on
each page using Case-based technique and using
data extracted from 25 databases, they have tried
to estimate the cost and effort of new projects.
They have used the MMRE, MdMRE, and Pred
(25) evaluation criteria to assess the proposed
model. In another research [11], the COBRA
model has been presented to estimate the cost and
effort of web projects using the data from small
companies. The COBRA model is a method that
aims to develop understandable cost estimation of
a particular company. It uses expert views and the
data used in previous projects to estimate the cost
and effort of new projects. Using this model, they
have tested and evaluated the web objects
presented by Reifer in 2000, which were
completed in 12 projects, and then they proposed
a model using expert views and linear regression
estimation, which has been evaluated using the
MMRE and Pred (25) standards. CWADEE is
also another quick estimation method developed
by a group of leading experts of software
engineering in the University of Chile [12].

Other researchers [13] have also developed a
model to estimate the cost of CMSs. They have
claimed that their proposed model can be used to
estimate the cost and effort of development and
design based on these systems. Furthermore, they
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have pointed out that the data from other content
management projects has been studied. Finally,
bagging predictor has been used in the linear
regression model. The size of this project has been
evaluated with point method by means of object
modification. In order to find out different objects,
their classification, and their complexity in the
project, a questionnaire has been used. In order to
help the project managers, a final effort has been
estimated using the project size and other factors
involved. For a better rate of performance of the
system and the model, production characteristics,
overall system characteristics, experience, and
ability of the developer have been used. This
model was the result of assessment and evaluation
of 12 web-based projects.

In [14], a model has been proposed to estimate the
cost and effort of web-based object-oriented
applications. This method is a combination of the
leading scholars’ and researchers’ theories in web
projects cost estimation. This research work,
which is based upon case-based reasoning, selects
three similar projects from finished web-based
projects, and estimates the cost and effort of the
current object-oriented web-based project in
accordance with the cost and effort of the finished
projects. The results from the previous works have
been used to assess the method.

The Naive Bayesian algorithm has also been
proposed to estimate the cost of designing content
management system websites [15]. Assessments
have been carried out on 99 web projects. The
proposed method had a classification accuracy of
55%, and the incorrect classification accuracy was
45%. The results obtained show that the proposed
method is an efficient model to estimate the cost
of websites.

The hybrid of K-Nearest Neighbor (KNN) models
and MLP (ANN) to estimate the cost of web
project that follow CMS has been proposed [16].
Evaluation was conducted on 99 web project. The
results obtained show that the accuracy precision
in the hybrid model equals 0.95, and the kappa
coefficient is 0.93; if compared with the MLP and
KNN models, it looks much better.

The FRBFN model [17] which is a hybrid of
fuzzy logic and ANN is proposed to estimate web.
Evaluation was conducted on 53 web projects
with 9 features. Fuzzy C-Means is used for project
clustering. The results obtained show that the
FRBFN model, according to the number of
various clusters, has different MMRE and PRED.
With increase in the number of clusters, the
MMRE value decreases, and the PRED value
increases.
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3. Basic Concept

3.1. Effective Factors

After identifying the main requirements, a website
cost is estimated based on the effective factors.
The effective factors used in this paper that
estimate the cost of websites are shown in figure
1.

CMSs

|website support
|website security

|website optimization

Iwebsite graphics and templates

|website module types
[Host
| Domain

Figure 1. Factors affecting final cost of CMSs.

3.2. Genetic algorithm

Genetic algorithm (GA) is inspired by genetics
and Darwin’s evolutionary theory, and is based
upon natural selection and survival of the fittest.
GA was proposed by Holland in 1970 [18]. It is a
stochastic optimization algorithm, which is
suitable for complex problems with unknown
search space. Like other evolutionary algorithms,
GA is population-based, and has its specific
parameters. The way of determining these
parameters affects the performance of this
algorithm.  These parameters include: 1.
Population 2. Fitness function 3. Chromosome
representation 4. Algorithm Operators such as
cross-over, mutation, and selection.

3.3. MLP (ANN)

MLP is based upon a computational unit named
perceptron. A perceptron gets a vector of inputs
with real wvalues, and calculates a linear
combination of the inputs. If the result is bigger
than the threshold, the perceptron output is 1;
otherwise, it is -1. MLP ANNs are among the
most practical ANNSs. These networks are capable
of do a non-linear mapping with arbitrary
precision by appropriately selecting the number of
layers and neurons, which are mostly not large
[19].

4. Proposed method

In this paper, a hybrid of GA and MLP (ANN)
was used to estimate the cost of web-based
software projects. In this model, the design cost of
websites based on CMSs is estimated. Figure 2
shows the process of the proposed method.
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In the proposed method, initially, the dataset was
pre-processed, and noisy data was removed.
Subsequently, the data was randomly divided into
80% training and 20% testing data. After dividing
the data, the training data was used for the training
phase of the proposed method. GA is used to find
the most optimal parameters for MLP ANN.

After determining the testing and training
datasets, MLP ANN was run. The MLP ANN
used here consists of three layers:

The first layer includes the inputs that consist of 6
neurons.

The second layer acts as a hidden layer, which
consists of 10 neurons, and uses the sigmoid
transfer function as the activation function.
Considering that the number of neurons in the
hidden layer has a significant impact on the
performance of the algorithm, therefore, in the
proposed method based on trial and error and the
iteration of the algorithm with different numbers
of neurons, it can be concluded that using 10
neurons results in a better performance.

The third layer is the output layer, and has 7
neurons. In the MLP ANN, GA is used in the
second layer to update the information. In each
iteration, after applying the activation function, it
updates the weights based on defined
chromosomes using cross-over and mutation
operators during consecutive iterations. In the
next step, the updated weights are re-injected into
the MLP ANN, and the iterations continue as long
as the desired error rate has not been reached.

In the proposed method, the data whose cost has
not been properly defined is used as fitness
function which, in each stage, tries to reduce it.

In this paper, for evaluation of the fitness
function, the accuracy criterion is used according
to (1). In (1), TN represents the number of
samples whose true category are negative, and the
classification algorithm also correctly specifies
their category as negative. TP represents the
number of samples whose true category is
positive, and the classification algorithm also
correctly specifies their category as positive. FP
represents the number of samples whose true
category are positive, and the classification
algorithm also correctly specifies their category as
positive whose true category are positive, and the
classification algorithm handles them mistakenly
as negative.

(TP+TN) Q)

Accuracy =
(TP+TN+FP+FN)

After the hybrid algorithm work is completed, the
results obtained from the training phase are
injected to the data in the testing dataset, and the
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testing phase is completed as well. After the
training and testing stages, the results obtained are
evaluated based on the Kappa method and
counting the number of right and wrong answers,

and the results obtained are displayed as graphs
and tables.
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Figure 2. Process of proposed method.

5. Evaluation and results

In this paper, the Kappa coefficient and the
number of correct and incorrect classifications
were used to determine the accuracy of the
proposed method. The dataset provided by Khaze
[15] was used as the dataset. The dataset includes
99 web-based projects with 7 essential features
created to specify the cost of designing the
websites.

The Kappa coefficient is used to evaluate the
reliability of the nominal and classifiable data.
The Kappa method was proposed, for the first

412

time, by Cohen [20]. Equation (2) is used to
calculate the error coefficient.
Pr(a) — Pr(e) 2

k =
appa 1-Pr(e)

In (2), Pr(a) is the relative observed agreement
among the sets, and Pr(e) is the hypothetical
probability of the agreement. The results of the
evaluation of the proposed algorithm are shown in
tables 1 and 2 and figures 2 and 3. Table 1 shows
the values obtained to determine the Kappa
coefficient for testing the dataset. Since the costs
of the websites in the dataset are divided into six
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types, the number of sets is considered as six as
well.

Table 1. Values obtained for Kappa coefficient by
proposed method on testing dataset.

Typel Type2 Type3 Typed Type5 Typeb

Typel 0
Type2
Type3
Typed
Type5
Type6

[eNeNoNeNol V]
oOoOooooo
OONNOO
OO WwWroo
OoONOOoOOO
[N SN eNeNe]

Table 2 shows the values obtained for Kappa
coefficient, the number of correctly and
incorrectly classified data for training and testing
datasets. In this table, the Kappa coefficient
obtained reflects the appropriate performance of
the proposed method.

Table 2. Results of evaluation of proposed method.

Training  Testing
dataset  dataset

Materials

Number of correctly classified

data 73 15
Number of incorrectly 7 4
classified data
Kappa coefficient 0.95 0.82

Figure 3 reflects the results of comparing the
proposed method with GA and MLP (ANN).
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Figure 3. Comparison of proposed method with other two
algorithms over testing dataset.
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The comparison is based upon the number of
correctly and incorrectly classified data over the
testing dataset. Based on this figure, the proposed
algorithm has a better performance than the other
two algorithms.

Figure 4 shows the results of comparing the
proposed method with GA and MLP ANN. The
comparison is based upon the number of correctly
and incorrectly classified data over the training
dataset. Based on this figure, the proposed
algorithm has a better performance than the other
two algorithms.
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Figure 4. Comparison of proposed method with other two
algorithms over training dataset.
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The results of comparing the proposed method
with GA and MLP ANN are shown in table 3.
This table shows the number of correctly
classified data, incorrectly classified data, and
Kappa coefficient for the testing dataset. The
Kappa coefficient for the proposed method equals
0.82%, which is an indication of an appropriate
performance of proposed method.

Table 3. Results of proposed method for testing

dataset.
Number of Number of
correctly incorrectly Kappa
Method classified classified coefficient
data data

GA 4 15 0.06
MLP ANN 11 8 054
Proposed

Table 4 shows the results of the proposed model
with 200 times of iteration of GA. Since with
more iteration, diversity in GA increases, as a
result, achieving an optimal solution is more
probable, cross-over and mutation operators have
a better chance of finding the right samples.
Therefore, GA with 200 cycles of iterations in
creating the optimal solution and escaping from
local minimum serves best.

Table 4. Results of proposed model with 200 times

GA iteration.
. Training Testing
Materials Dataset Dataset
Number of correctly
classified data 6 17
Number of incorrectly 4 2
classified data
Kappa coefficient 0.97 0.85

Table 5 shows the results of the proposed model
with 5 layers in MLP. As shown in this table,
diagnose accuracy is increased. Since MLP with
increase in the number of layers can better train
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and test the data, and the iteration of layers
reduces the error and detection of the best weight
for features. If the amount of weight is to be given
to a precise characteristic, then the output error
reduces, and classification accuracy increases.

Table 5. Results of proposed model with 5 layers in MLP.

. training Testing
Materials dataset dataset
Number of correctly classified data 77 16
Number of incorrectly classified data 3 3
Kappa coefficient 0.97 0.86

The present paper proposes a hybrid model of GA
and MLP (ANN) to achieve a higher accuracy and
lower rate of error in cost estimation.

7. Conclusion and future works

With increase expansion of virtual
communications, having a website is a necessity.
Given the importance of cost estimation of the
websites and the lack of a one hundred percent
accurate method, it was tried in this work to
propose a new method based on machine-learning
algorithms to estimate the cost of the websites
provided by content management systems. In this
method, a combination of genetic algorithm and
MLP ANN is used. The results obtained from the
proposed method were evaluated according to the
Kappa coefficient and the number of correctly and
incorrectly classified data. According to the
results obtained, the Kappa coefficient for the
proposed method was equal to 0.82%, while it
was 0.06% for genetic algorithm and 0.54 percent
for MLP ANN. Based upon these results, it can be
said that the proposed method has an appropriate
performance in estimating the cost of websites
provided by content management systems.
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