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Abstract 

K-means algorithm is a well-known clustering algorithm. In spite of its advantages such as high speed and 

ease of employment, this algorithm suffers from the problem of local optima. In order to overcome this 

problem, a lot of works have been carried out on clustering. This paper presents a hybrid extended cuckoo 

optimization algorithm (ECOA) and K-means (K) algorithm called ECOA-K. The COA algorithm has 

advantages such as fast convergence rate, intelligent operators, and a simultaneous local and global search 

work, which are the motivations behind choosing this algorithm. In ECOA, we have enhanced the operators 

in the classical version of the cuckoo algorithm. The proposed operator for production of the initial 

population is based upon a chaos sequence, whereas in the classical version, it is based upon a randomized 

series. Moreover, allocating the number of eggs to each cuckoo in the revised algorithm is done based on its 

fitness. Another improvement is in the cuckoos’ migration, which is performed with different deviation 

degrees. The proposed method is evaluated on several standard datasets at the UCI database, and its 

performance is compared with those of black hole (BH), big bang big crunch (BBBC), cuckoo search 

algorithm (CSA), traditional cuckoo optimization algorithm (COA), and K-means algorithm. The results 

obtained are compared in terms of the purity degree, coefficient of variance, convergence rate, and time 

complexity. The simulation results show that the proposed algorithm is capable of yielding the optimized 

solution with a higher purity degree, faster convergence rate, and stability, in comparison with the other 

algorithms. 

 

Keywords: Clustering, K-means Algorithm, Cuckoo Optimization Algorithm (COA), Chaotic Function, 

Migration

1. Introduction 

Data clustering is one of the most important and 

popular data analysis techniques that refers to the 

process of grouping a set of data objects into 

clusters, in which within cluster similarity and 

between cluster divergence will be satisfied [1, 2, 

3, 4, 5, 6]. Clustering is intrinsically a multi-

dimensional high-complexity optimization 

problem with a deterministic objective that is to 

group related patterns to the same cluster. Since 

clustering is an unsupervised learning method, it 

has been used in many areas such as engineering, 

medical, and social sciences. 
 

One of the widely-used clustering algorithms is 

the K-means algorithm [6, 7, 8, 9, 10, 11, 12, 13, 

14, 15, 16, 17, and 18], which has been proposed 

by Macqueen in 1967 [3]. After four decades, this 

algorithm has remained a popular clustering 

technique. In spite of its advantages such as ease 

of implementation, high speed, and scalability for 

huge databases, it suffers from some weaknesses 

such as dependency on the initial centers. 

Improper selection of initial centroids may result 

in local optima. There have been different 

strategies suggested in the recent decades to 

improve the K-means algorithm. Most of them 

have been inspired by evolutionary algorithms 

that conduct a global and randomized search work 

around the problem space so that they achieve an 

optimal solution. For example, Nanda and Panda 

(2014) [19] have reviewed a number of major 
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nature-inspired metaheuristic algorithms in order 

to solve this problem. 

 

2. Related works 

The literature includes numerous works proposing 

metaheuristic algorithms for improving clustering 

outputs. For example, Alam et al. (2014) [20] 

have reviewed different combinations of the PSO 

algorithm for clustering improvement. Ultimately, 

in all of these strategies, attempts have been made 

to use evolutionary algorithms independently or in 

combination with K-means algorithm and benefits 

from the advantages of the two algorithms, and 

have, therefore, moved the results outside the 

locally optimal trap to a great extent [4, 6, 8, 9, 

10, 11, 12, 13, 14, 15, 16, 17, 18, and 21]. Mualik 

and Bandyopadhyay (2000) [6] have proposed a 

genetic algorithm-based method. They have 

proposed a mutation operator specific to 

clustering called distance-based mutation. Sung 

and Jin (2000) have proposed an approach based 

on the tabu search (TS) for cluster analysis [7]. 

Shelokar et al. (2004) [8] have proposed an 

approach based on ant colony optimization 

(ACO). Fathian and Amiri (2007) [9] have 

proposed the honey bees mating optimization 

(HBMO) algorithm to solve the clustering 

problem. Laszlo and Mukherjee (2007) have 

proposed a genetic algorithm that exchanges 

neighboring centers for K-means clustering [10]. 

Niknam et al. (2008) [11] have presented a hybrid 

evolutionary optimization algorithm based on a 

combination of ACO and simulated annealing 

(SA) to solve the clustering problem.  

Niknam et al. (2009) [12] have presented a hybrid 

evolutionary algorithm based on particle swarm 

optimization (PSO) and SA to find the optimal 

cluster centers. Rana and Jasola (2010) [13] have 

presented a hybrid evolutionary optimization 

algorithm based on a combination of PSO and K-

means to solve the clustering problem. Firouzi et 

al. (2010) [14] have introduced a hybrid 

evolutionary algorithm based on combining PSO, 

SA, and K-means to find an optimal solution. 

Niknam and Amiri (2010) have proposed a hybrid 

algorithm based on a fuzzy adaptive PSO, ACO, 

and K-means for cluster analysis [15]. Niknam et 

al. (2011) [4] have proposed a hybrid algorithm 

based on imperialist competitive algorithm (ICA) 

and K-means for cluster analysis. Hatamlou et al. 

(2011) [16] have proposed a new optimization 

method that is based upon one of the theories of 

the evolution of the universe, namely the big bang 

and big crunch theory (BBBC) for cluster 

analysis. Hatamlou (2013) [17] has proposed a 

new heuristic optimization approach for data 

clustering that is inspired by the black hole (BH) 

phenomenon. Manikandan and Selvarajan (2014) 

[18] have presented a new algorithm based on the 

cuckoo search algorithm (CSA) to solve the 

clustering problem. Hatamlou et al. (2012) [21] 

have presented a hybrid data clustering algorithm 

based on the gravitational search algorithm (GSA) 

and K-means algorithm (GSA-KM), which uses 

the advantages of both algorithms and helps the k-

means algorithm to escape from local optima and 

also increases the convergence speed of the GSA 

algorithm.  

Some other applications of optimization 

algorithms include [29], which has proposed a 

new hybrid optimization algorithm based on the 

gravitational search algorithm and Nelder-Mead 

algorithm to improve crash performance of 

vehicles during frontal impact. Ref. [30] has 

proposed a new hybrid optimization approach 

based on the PSO algorithm and the receptor 

editing property of immune system. The aim of 

this work was to develop an approach in the 

design and manufacturing areas. Differential 

evolution algorithm is proposed to solve 

optimization problems in the manufacturing 

industry [32]. Ref. [34] has presented a 

comparison on the evolutionary optimization 

techniques for the structural design problems, and 

proposes a hybrid optimization technique based 

on the differential evolution algorithm to solve 

these problems. Also [35] has proposed a hybrid 

technique based on differential evolution for 

solving manufacturing optimization problems.  

In [36], a particle swarm-based optimization 

approach has been presented for multi-objective 

optimization of vehicle crash worthiness, so the 

optimized structure can absorb the crash energy 

by controlled vehicle deformations, while 

maintaining enough space of the passenger 

compartment. The approach proposed in [37] is 

based upon an improved genetic algorithm, used 

to solve the multi-objective shape design 

optimization problems. The purpose of [38] has 

been to develop a novel hybrid optimization 

method (HRABC) based on the artificial bee 

colony algorithm and the Taguchi method. This 

approach is applied to a structural design 

optimization of a vehicle component and a multi-

tool milling optimization problem. Also [39] has 

presented an optimization approach based on the 

artificial bee colony algorithm for optimal 

selection of cutting parameters in multi-pass 

turning operations.  

Overall, the evolutionary algorithms introduced so 

far can be divided into two groups. The first is 

being those capable of global search such as GA, 

http://www.google.com/url?q=http://www.researchgate.net/profile/Omid_Bozorg_Haddad2/publication/226607557_Honey-Bees_Mating_Optimization_(HBMO)_Algorithm_A_New_Heuristic_Approach_for_Water_Resources_Optimization/links/02bfe50fae2a87beb9000000.pdf&sa=U&ei=QRh1Vd_DO8rhsATXt6fIAw&ved=0CBQQFjAA&sig2=mFx-UyhhtegzsQbFUK84bg&usg=AFQjCNFn8Xlqmwac5is96zvBlvEgk5RKcg
http://www.google.com/url?q=http://www.researchgate.net/profile/Omid_Bozorg_Haddad2/publication/226607557_Honey-Bees_Mating_Optimization_(HBMO)_Algorithm_A_New_Heuristic_Approach_for_Water_Resources_Optimization/links/02bfe50fae2a87beb9000000.pdf&sa=U&ei=QRh1Vd_DO8rhsATXt6fIAw&ved=0CBQQFjAA&sig2=mFx-UyhhtegzsQbFUK84bg&usg=AFQjCNFn8Xlqmwac5is96zvBlvEgk5RKcg
http://www.google.com/url?q=http://en.wikipedia.org/wiki/Ant_colony_optimization_algorithms&sa=U&ei=Ih51VcfUNu-TsQT29IPICw&ved=0CBQQFjAA&sig2=b82Y1ceKv5eUhwyDgjnpJA&usg=AFQjCNHFiqYdhoTVyB0EJEly23wWlRE9dA
http://www.google.com/url?q=http://en.wikipedia.org/wiki/Simulated_annealing&sa=U&ei=TB51Vde0FoSiNoHvg_gH&ved=0CBQQFjAA&sig2=VEbMHziPkqZPYVJ6hpK4og&usg=AFQjCNEbM95MDA5OMZELSf0xpsQ67Ze-1A
http://www.google.com/url?q=http://en.wikipedia.org/wiki/Simulated_annealing&sa=U&ei=TB51Vde0FoSiNoHvg_gH&ved=0CBQQFjAA&sig2=VEbMHziPkqZPYVJ6hpK4og&usg=AFQjCNEbM95MDA5OMZELSf0xpsQ67Ze-1A


Lashkari & Moattar/ Journal of AI and Data Mining, Vol 5, No 2, 2017. 

 

295 
 

ACO, and PSO versus those with a local search 

capability such as TS and SA. In the first group, 

the probability of the results getting trapped in the 

local optimum is lower than in the second group. 

However, due to no local search works, the final 

solutions in this group are less precise. In the 

second group, due to the lack of a global search 

around the problem, the probability of the results 

getting trapped in the local optimum is higher. 

However, due to the local search works, more 

attempts should be made to enhance the precision 

of the final solutions. Usually, in order to resolve 

the above-mentioned weaknesses, researchers 

hybridize these two approaches, which would 

enhance the precision of the final solutions but the 

complexity of the computational processes 

emerges. 

Cuckoo optimization algorithm (COA) is a novel 

approach introduced, for the first time, in 2011 by 

Rajabioun (2011) [31] in order to solve a vast 

majority of optimization problems. In this 

algorithm, which is inspired by a cuckoo’s life, 

there are certain operations that are capable of 

both local and global search works around the 

problem simultaneously. There are also certain 

operations contrived in case of emergence of the 

local optimum. Therefore, this algorithm is 

capable of achieving highly precise solutions with 

high rates of convergence. This algorithm, 

however, has its own weaknesses that we tried to 

overcome in an enhanced version, namely 

extended cuckoo optimization algorithm (ECOA).  

To do this, we optimized some of the traditional 

operators in a systematic way. The remainder of 

this paper is organized as what follows. In Section 

3, the classical COA is introduced. In Section 4, 

the cluster analysis problem is discussed. Sections 

5 and 6 introduce the proposed extended COA and 

hybrid ECOA-K algorithms, respectively. 

Sections 7 and 8 introduce the experimental setup 

and evaluations of the proposed approach, and 

comparisons are made with the BH, BB-BC, CSA, 

COA, and K-means approaches for different 

datasets. Finally, Section 9 includes the 

conclusion.  

 

3. COA       

COA is inspired by the life of a bird family, called 

cuckoo. The special lifestyle of these birds and 

their characteristics in egg-laying and breeding 

has been the basic motivation for development of 

this new optimization algorithm. Similar to the 

other evolutionary methods, COA starts with an 

initial population. The cuckoo population is of 

two types: mature cuckoos and eggs. The effort to 

survive among cuckoos constitutes the basis of 

COA. During the survival competition, some of 

cuckoos or their eggs demise. The survived 

cuckoo societies immigrate to a better 

environment and start reproducing and egg laying. 

Cuckoos’ survival effort hopefully converges to a 

state that there is only one cuckoo society, all with 

the same fitness values. The COA algorithm is 

composed of the following steps [31]: 

 

1- Initialize cuckoo habitats using some random 

points.  

2- Dedicate some eggs to each cuckoo.  

3- Define egg-laying radius (ELR) for each 

cuckoo based on the following formula: 

.
* *(var var )

.
hi low

No of current eggs
ELR

Total No of eggs
    (1) 

 

In this equation, varhi and varlow are the higher and 

lower limits of the search space, respectively, and 

β is an integer supposed to handle the maximum 

value for ELR.  

4- Let cuckoos lay eggs inside their 

corresponding ELR. 
 

5- Kill those eggs that are recognized by host 

birds. After that, all cuckoos’ eggs are laid in host 

birds’ nests, and some of them that are less similar 

to the host birds’ eggs are detected by the host 

birds and thrown out of the nest. Thus after the 

egg-laying process, P% of all eggs (usually 10%) 

with less fitness values will be killed.  

6- Let eggs hatch and chicks grow.  

7- Evaluate the habitat of each newly-grown 

cuckoo.  

8- Limit the cuckoos’ maximum number in the 

environment and kill those in the worst habitats.  

9- Cuckoos are clustered, and select a goal 

habitat.  

10- New cuckoo population immigrates toward 

the goal habitat.  

11- If the termination condition is not satisfied, 

go to 2.  

In what follows, we explain the advantages of 

COA and the reasons behind selecting it as the 

fundamental clustering algorithm: 

1- Fast convergence rate: The convergence rate of 

this algorithm is faster compared to the other 

optimization algorithms, and it is able to reach the 

optimum solution in less iterations [31, 32]. 

2- Simultaneous local and global search: In this 

algorithm, unlike the other optimization 

algorithms, both local and global searches are 

inherited in the algorithm nature. This improves 

the precision of the algorithm [33].  

3- Intelligent operators: In this algorithm, there are 

intelligent operators as compared with the other 
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algorithms. For instance, the egg-laying procedure 

is a local search operator that helps exiting the 

local optimum [34].  

4- Variable population size: This helps to destruct 

the population in poor areas and provide less 

fitness calculations [31]. 

 

There are numerous works in the literature that 

use COA and its variants for different 

optimization problems. For example, in [35], the 

cuckoo search (CS) algorithm has been introduced 

for solving the manufacturing optimization 

problems. This research work is the first 

application of the CS algorithm to the 

optimization of machining parameters. In [36], the 

CS algorithm has been proposed for solving 

structural design optimization problems. Also [37] 

shows the effectiveness of gravitational search 

algorithm (GSA) and charged system search 

algorithm (CSS) for the optimum design of a 

vehicle component. 

 

4. Cluster analysis problem 

K-means algorithm is one of the simplest 

unsupervised learning algorithms. The procedure 

follows a simple and easy way to classify a given 

dataset through a certain number of clusters 

(assume K clusters) fixed as a priori [4]. The 

resulting clusters will have high intra-similarity 

and inter-variability. Basically, to evaluate the 

similarity between the data objects, the distance 

measure is used. Particularly, the problem is 

specified as follows: given N objects, assign each 

object to one of the K clusters and minimize the 

sum of the squared Euclidean distances between 

each object and the center of the clusters: 
2

1 1( , ) (O Z )N K
iji j i jF O Z W      (2) 

 

where, ||Oi-Zj|| is the Euclidean distance between 

a data object Oi and the cluster center Zj. N and K 

are the number of data objects and the number of 

clusters, respectively. wij is the association weight 

of data object Oi with cluster j, which will be 

either 1 or 0 (if object i is assigned to cluster j; wij 

is 1, otherwise 0) [17].  

ence, the fitness function for measuring the 

goodness of a clustering solution is based on the 

following formula: 

 

1 1( ) K N
m z z mFitness h x h      (3) 

  
 

where, hi= {h1, h2… hk} denotes the cluster 

centers, and the ith solution has k cluster centers. 

hm indicates the center of the mth cluster in the ith 

solution. Furthermore, xz={x1, x2, …,xN} and N are 

the data points and the total number of data points 

in the mth cluster, respectively. The desired 

solution is reached when the above fitness 

function becomes minimal.  

 

5. Extended COA 

COA, in its primary version, suffers from certain 

deficiencies. In our proposed extended algorithm, 

we have improved and systematized a number of 

them. In the extended cuckoo algorithm, we 

intend to enhance the convergence rate, stability, 

and purity degree in comparison with the classical 

version. In what follows, we will discuss further 

the steps involved in the ECOA algorithm.  

 

5.1. Producing initial population based on 

chaotic sequence 

The traditional version of the cuckoo algorithm 

uses random sequences to produce an initial 

population. The randomized parameters of COA 

might influence the algorithm efficiency. It might 

not be able to cover a global search, and therefore, 

the convergence rate may be reduced. In the 

suggested extended cuckoo algorithm, the chaotic 

numbers are used instead of the random sequences 

in order to improve the searching of the cuckoos. 

As a result, the population produced would be 

semi-randomized. A search supported by chaotic 

mappings has the possibility of access to most 

states in a certain zone and without any iteration. 

Through an extended population positioning via 

this process, most of the searching space would be 

explored. Then the results obtained would have 

the required distribution within the searching 

domain, which, in turn, would contribute to find a 

more efficient optimum. Then a number of 

members are found in the population that are 

either optimal by themselves or are distributed 

within a short distance of the optimal solution and 

would be selected as the best in the next round. It 

would also provide a possibility of escaping the 

locally-optimal points in which the algorithm 

might get entangled. This way, the convergence 

rate of the algorithm is raised. The chaotic 

mapping that was selected to produce chaos 

sequences in this work was a logistic map. This 

mapping is defined in (4). 

1 * *(1 ) 0 4n n nCr Cr Cr for        (4) 

 

Here, 𝛿 is the initial value of the function. 

Equation 5 indicates the formula for producing the 

initial population based on a randomized sequence 

in classic COA algorithm: 

( )*rand VARhi low lowVAR VAR    (5) 
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On the other hand, (6) indicates the production of 

the initial population based on the proposed 

chaotic approach in ECOA: 

( )*Cr VARhi low lowVAR VAR    (6) 
 

In this equation, Cr represents a function based on 

the behavior of the logistic map varying between 

0 and 1. Therefore, using the chaos sequence in 

the production of the initial population, we expect 

diversity of that population. An increase in the 

algorithm’s convergence rate would lead to the 

final optimized solution. The primary formula for 

producing the initial population as in (5) causes 

the population to densely concentrate on some 

regions and have less distribution and diversity in 

the initial population. However, using the 

proposed approach as in (6), due to the ability of 

chaotic sequences to generate longer random 

sequences, the diversity of the solutions and their 

coverage is improved. 

 

5.2. Systematic egg laying 

In the primary version of the cuckoo algorithm, 

the number of eggs and the egg-laying radius for 

each bird are decided through randomization. 

Using a randomized sequence for estimating the 

number of eggs would decrease the convergence 

rate of the algorithm. That is due to the fact that 

some cuckoos in a better state in the problem 

space might be given fewer eggs, and vice versa. 

Therefore, an inappropriate state in the problem 

space will be analyzed more than an appropriate 

state in the space. This would, in turn, degrade the 

convergence rate of the primary cuckoo 

algorithm. In the suggested method, the number of 

eggs allocated to each bird depends on the bird’s 

fitness. This variable can be estimated using (7). 

min ( min )

max min

max min

i egg i fit

egg egg

fit fit

Egg round fitness  






 (7) 

In which Eggi is the number of allocated eggs to 

the ith cuckoo, minegg represents the minimum 

number of eggs, fitnessi is the ith cuckoo fitness, 

and minfit is the minimal value of the cuckoo 

fitness function, whereas maxegg is the maximum 

number of eggs, and maxfit represents the maximal 

value for the fitness function. This would help to 

allocate an appropriate number of eggs 

systematically to each cuckoo. This formula 

assigns the number of eggs to each cuckoo based 

on a definite approach in spite of a random 

assignment. In this formula, when the fitness of 

the ith solution (fitnessi) is higher, more eggs are 

assigned to the cuckoo in that region. To control 

the number of eggs, the fitness is normalized, 

considering the minimum and maximum fitness of 

the solutions in the current population. 

 

 
Figure 1. Results of egg-laying based on randomized 

policy in classical version of cuckoo algorithm. 

 
 

 

 
Figure 2. Results of estimating number of eggs for each 

cuckoo based on its fitness in extended cuckoo algorithm. 
 

 

Figure 1 indicates the result of estimating the 

number of eggs for each cuckoo randomly as in 

the traditional version of the cuckoo algorithm, 

while figure 2 represents the result of allocating 

eggs to each cuckoo based on an intelligent policy 

in the proposed version of the cuckoo algorithm. 

In these figures, the cuckoos of bigger sizes are 

those in better positions in the problem space, 

while those of a smaller size belong to less proper 

positions.  

As it can be observed in figure 1, due to the 

randomized policy of egg allocation to cuckoos, 

fewer eggs might be allocated to birds at a better 

position, and vice versa. This would slow down 

the convergence rate and purity degree of the 

algorithm in achieving the final optimal solution. 

This problem has been met in the extended 

algorithm with the help of an intelligent egg 

allocation. 
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5.3. Systematic migration 

In the original version of the cuckoo algorithm, 

after the birds’ egg-laying in the space and the 

destruction of eggs with less fitness, the remaining 

cuckoos are clustered. Then the fitness of each 

cluster is estimated and the one with the highest 

fitness is selected as the superior region in which 

the most fitted cuckoo is identified and then the 

global optimal cuckoo is updated. The problem 

with this method is that once clustered, the 

number of cuckoos would differ across the 

clusters. Therefore, comparing the fitness in 

clusters with different numbers of cuckoos is a 

misleading attempt, and might lead to an improper 

optimal cuckoo in a cluster and a wrong updating 

of the global optimal cuckoo. This would be 

followed by a wrong migration and deviation of 

cuckoos in space as well as a decreased 

convergence rate of the algorithm.  

For the same reason, in the extended cuckoo 

algorithm, to make up for this deficiency, before 

the clustering step, the best cuckoo in the present 

generation would be specified, and then the 

globally optimal cuckoo is updated. Once the 

clustering is done, diverse groups of cuckoos are 

produced that are ready for migration. In order to 

provide a wider global coverage in this problem, 

we would let different groups of cuckoos migrate 

towards the globally optimal cuckoo in the space 

with a different degree of deviation. In other 

words, only one group migrates towards the 

optimal point with a low deviation. They are to 

search for more optimal points of higher fitness in 

that region. The other groups follow different 

degrees of deviation in searching the space. In 

fact, the migration of all groups of cuckoos in the 

primary algorithm towards a certain point would 

create a high density of cuckoos in a particular 

region. This would provide a lower coverage of 

the problem space. In case the globally optimal 

cuckoo is better than the currently existing 

solutions, it is not identified. Therefore, it would 

have less chance of achieving the real globally 

optimal point through the classical cuckoo 

algorithm. Figure 3 illustrates migration in the 

primary version of the cuckoo algorithm; the 

manner of migration in the extended algorithm is 

indicated in figure 4.  

As it can be seen in part (a) of figure 3, all the 

birds would follow the same degree of deviation 

towards the globally optimal cuckoo, which is 

indicated in part (b) of figure 3. If there exists a 

better globally optimal cuckoo than the current 

one in the problem at hand, the chance of finding 

it is reduced since all the cuckoos would be 

searching the same domain. Equation 8 indicates 

the migration function in the original COA 

algorithm.  

 

 
a) Before migration. 

 

 
b) After migration. 

Figure 3. Migration in classical cuckoo algorithm. 
 

 
 

( )

( 1) ( ) *(

) , j

Nextij Currentij Goal

Currentij t

X t X t F X

X for i

  

 
  (8) 

In (8), F is the degree of deviation during 

migration that is constant for all clusters and 

different iterations, and XNextij(t) and XNextij(t+1) 

are the locations of the jth cuckoos in the ith cluster 

at iterations t and t+1, respectively. XGoal  is the 

location of the globally optimal cuckoo in the 

search space, and N represents the total number of 

cuckoo in the ith cluster. As it can be seen in figure 

4 part (a), in the extended algorithm, each group 

of cuckoos follows a different degree of deviation 

towards the globally optimal cuckoo. This would 

disperse them in the space. Even if there exists a 

globally optimal cuckoo better than the current 

optimal position, the chance for finding it 

increases. Equation 9 indicates the migration in 

the proposed extended COA algorithm.  

( )

( 1) ( ) *(

) , j,h

Nextij Currentij h Goal

Currentij t

X t X t F X

X for i

  

 
 (9) 

 

In (9), Fh serves as the degree of deviation during 

their migration, and is different for any clusters. 

Yet in another improvement, we considered β of 

egg-laying radius and F adaptive to the iteration. 

In other words, when the algorithm approaches its 

end, these variables start reducing. A step-by-step 
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reduction in the egg-laying radius and cuckoos’ 

degree of deviation during migration improves the 

searching process. In other words, it increases the 

exploration rate in the initial iterations of our 

algorithm, and would decrease the exploitation 

rate. The closer we get to the final iterations, due 

to approaching the optimal solution, the 

exploration rate is reduced, and the exploitation 

rate is increased.  

 

6. Hybrid ECOA-K algorithms 

The randomized selection of the initial cluster 

centers in the K-means algorithm occasionally 

causes the clustering results to be located within 

the local optimum. In order to solve this 

deficiency, we use a hybrid of ECOA and K-

means algorithms for clustering. In this hybrid 

algorithm, first, all the initial optimal centers are 

produced by ECOA, and the data points are 

clustered through the K-means algorithm. This 

algorithm is named ECOA-K in the paper, and is 

described in figure 5. Figure 6 shows the pseudo-

code for the hybrid ECOA-K algorithm. 

 

7. Experimental setup 

To validate our method, three datasets, named iris, 

contraceptive method choice (CMC), and wine are 

used, which are available in the repository of the 

machine-learning databases (UCI) [38]. These 

datasets are used in evaluations to have the best 

correspondence with the previous works. On the 

other hand, these datasets have different 

dimensions (different number of records and 

different number of features). Thus we can study 

the generalizability and scalability of the approach 

for small-scale to large-scale problems.  Table 1 

summarizes the main characteristics of these 

datasets. 

 Iris: This dataset has been collected by 

Anderson (1935). It contains three classes of 50 

objects each, where each class refers to a type of 

iris flower. There are 150 random samples of iris 

flowers with four numeric attributes in this 

dataset. These attributes are sepal length and 

width in cm, and petal length and width in cm. 

There is no missing value for attributes.  

 CMC: Contraceptive method choice is denoted 

as CMC. This dataset is a subset of the 1987 

National Indonesia Contraceptive Prevalence 

Survey. The samples are married women who 

either were not pregnant or did not know if they 

were at the time of interview. The problem is to 

predict the choice of the current contraceptive 

method (no use has 629 objects, long-term 

methods have 334 objects, and short-term 

methods have 510 objects) of a woman based on 

her demographic and socioeconomic 

characteristics [39]. 

 

 
 

a) Before migration. 

 
b) After migration. 

Figure 4. Migration in extended cuckoo algorithm. 
 

 Wine: The wine dataset consists of 178 objects 

characterized by 13 features: alcohol, malic acid, 

ash content, alcalinity of ash, concentration of 

magnesium, total phenols, flavonoids, non-

flavanoid phenols, proanthocyanins, color 

intensity, hue, and OD280/OD315 of diluted 

wines and pralines. The results were obtained by 

the chemical analysis of wines produced in the 

same region of Italy but derived from three 

different cultivars [40].  

Table 1. Main characteristics of validation datasets. 

 

Dataset 

 

Number 

of clusters 

 

Number 

of features 

 

Number of 

data objects 

Iris 3 4 150 

Wine 3 13 178 

CMC 3 9 14783 
 

The performance of the ECOA-K algorithm was 

compared against the well-known and most recent 

algorithms reported in the literature including K-

means [3], big bang-big crunch (BB-BC) [16], 

Black hole (BH) [17], cuckoo search algorithm 

(CSA) [18], and cuckoo optimization algorithm 

(COA) [31].  

As mentioned in the literature, the BB-BC 

algorithm has advantages such as a simple 
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structure and an easy implementation [16], 

although this algorithm has disadvantages such as 

a relatively low accuracy rate, low stability, and 

low convergence rate in some cases. The BH 

algorithm has similar Cons and Pros [17]. The 

CSA algorithm has a simple structure but a low 

accuracy rate, a low stability, and a low 

convergence rate [41]. Finally, the COA algorithm 

has a fast convergence rate and a high accuracy 

but a high computation cost and a low stability. 

The performance of the algorithms is evaluated 

and compared using the following criteria.  

 Purity index: This index examines the purity 

degree of the clustering algorithm, and can be 

estimated using (10).  

1

( )
k

r
r

r

n
Purity p S

n

    

 

(10) 

In this equation, k indicates the number of 

clusters, and p(Sr) represents the purity degree of 

cluster r, which can be estimated through (11). 

This equation would take into account the highest 

distribution of the samples for a given cluster. 

1
( ) max (n )i

r i r

r

p S
n

   

  

(11) 

In this equation, nr refers to the number of 

samples in cluster r; r is the number of clusters, 

and n represents the total number of samples. The 

output would vary between 0 and 1. The closer it 

is to 1, the higher the purity index of data 

clustering [42].  

 Coefficient of variance (CV): In the 

probability theory and statistics, CV is a 

normal criterion used to measure the 

distribution of statistical data. It is obtained 

by driving the standard deviation by the mean 

as in (12).  

vC



   (12) 

An algorithm whose CV measure is lower after 

several iterations would yield more stable and 

reliable results. In other words, it can help to 

provide the stability of responses to a great extent. 

 Convergence rate: An algorithm that manages 

to gain the optimal solution with a higher purity 

degree in comparison with the other algorithms 

and with less iteration, and the estimation is said 

to be the most efficient one.  

 Time complexity: It is defined as the time it 

takes for an algorithm to be conducted to gain an 

optimal solution. Since the actual time (in 

seconds) highly depends on the encoding and 

programming language, we considered the 

number of fitness function evaluations as the time 

complexity measure. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Flowchart of ECOA-K algorithm. 

 

8. Experimental results 

In this section, the proposed algorithm is 

evaluated for 3 different scenarios with purity 

index, CV index, convergence rate, and time 

complexity. Almost all control parameters are 

adaptive with the convergence of the algorithm, 

and they do not need specific tuning prior to 

running the algorithm. These performances are the 

results of 20 independent runs, and show the 

stability of the approach. 

The values for the variables such as Varhi and 

Varlow are selected based on the dimension scales 

of the datasets. Similar values for parameters for 

different datasets are not appropriate because 

Start 

Generate initial population using chaotic map 

Calculate the fitness of population 

Select the globally best cuckoo 

i=0 

i=i+1 

Determine the number of eggs for each cuckoo 

Determine egg laying radius 

Lay eggs in nests 

Calculate the fitness value for eggs 

Select the best cuckoo as global best 

Cuckoo are selected as cluster centers 

Migrate group of cuckoos toward global best 

Update cuckoo population 

Calculate the fitness of current population 
 

Size of current population  

is more than max? 

Stop condition 
satisfied? 

Consider the best cuckoo as cluster center candidate 

Data clustering by k-means 
 

End 

Kill unfit 

cuckoos 

 

No 

Yes 

No 

Yes 
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using smaller or bigger values for the parameters 

may lead to slower or faster movements in the 

search space that leads to a slower convergence 

and a more search time. These parameter values 

are determined experimentally, and the only 

weakness of the proposed approach is selecting 

the appropriate values form these parameters. 

However, this weakness is general for all the 

optimization algorithms. Other algorithms such as 

those evaluated in this work are also highly 

parameter-dependent. 
 

Initialize: 

Numcuckoos: The initialize of population cuckoos.  

Maxcuckoos: The maximum number of cuckoo in the environment.  
Minegg; Maxegg: The minimum and maximum number of eggs.  

Maxiteration: The maximum number of iteration;  

Cr (1, 1) =0. 80; a=4; the initial values for the chaos sequence.  
K; the number of cluster; 

Varlow; Varhigh; Fi; 
Generate an initial population based on logistic chaotic map using (6).  

Calculate the fitness function for the initial population using (3).  

Select cuckoo with the best fitness as global best cuckoo.  
Begin  

While (number of Maxiteration, or the stop criterion is not met) 

    For j=1: Numcuckoos   
       Dedicate some egg to jth cuckoo based on its fitness using (7).         

    End 

 For h=1: Numcuckoos 
   Define ELR for hth cuckoo using (1).    

 End 

 Let cuckoos to lay eggs inside their corresponding ELR 
 Check eggs and delete duplicate eggs in a nest.   

    For z=1: sumeggs 

      Calculate the fitness function for zth egg.       
    End 

Sort the population based on their fitness (cuckoos and eggs).   

Check the size of population.  
If size of current population is more than Maxcuckoos 

   limit cuckoos number and kill those who live in worst habitats 

   Numcuckoos=Maxcuckoos; 
End if   

Find best cuckoo in population and update global best cuckoo.   

Cuckoos are clustered to k clusters.  
Let new population immigrate toward global best using (9). 

Update population of cuckoos.  

Calculate the fitness function for the current population.  
End while 

Select global best cuckoo as initial cluster center for k-means.  

Assign objects to the group that has the closest centroid (run k-means). 

Figure 6. Pseudo-code for hybrid ECOA-K algorithm. 

 

8.1. Evaluations on iris dataset 
The first experiment concerns the evaluations of 

the proposed algorithm on the iris dataset, which 

are depicted in table 2.  

The simulation results given in table 2 show that 

our proposed algorithm is capable of achieving 

solutions of a higher purity degree in comparison 

with those of the other methods. The results 

obtained on the iris dataset show that the ECOA-

K algorithm converges the global optimum by a 

purity degree equal to 0.8933, while purity in the 

K-means, CS, BH, BBBC, and COA algorithms 

are 0.8299, 0.8486, 0.8896, 0.8810, and 0.8733, 

respectively.  
 

Table 2. Experimental results on iris data. 

Convergence 
 

 

CV 

Index 

 

Fitness 

function 

calculations 

Number of 

iterations 

Purity 

degree 
Algorithm 

9.3 9.3 0.4924 0.8299 K-means 

340 8.9 0.1681 0.8486 CSA 

255 6.2 0.055 0.8896 BH 

832 14.65 0.1446 0.8810 BBBC 

2134 7.45 0.2720 0.8733 COA 

1685 4.6 0 0.8933 ECOA-K 

 

Therefore, due to the application of intelligent 

operators such as chaotic sequences, systematic 

egg-laying and intelligent migration, the proposed 

approach is more precise than the other compared 

approaches, which makes it appropriate for 

sensitive problems such as medical applications. 

Also CV for the proposed algorithm is zero, 

which is significantly less than the other methods. 

Therefore, this algorithm is capable of providing 

more stable results, as compared to the other 

algorithms. Its solutions are similar across 

iterations, and its fluctuation is minimal. The 

results obtained on the iris dataset show that the 

ECOA-K algorithm converges the global 

optimum by a CV index equal to 0, while this 

index in the K-means, CS, BH, BBBC and COA 

algorithms are 0.4924, 0.1681, 0.055, 0.1446, and 

0.2720, respectively. Due to a better distribution 

of cuckoos in the problem space and its better 

convergence, the proposed approach results are 

more robust and trustable solutions, which means 

that the results are less different in different runs 

of the proposed approach. 

The proposed algorithm is capable of converging 

the global optimum in 4.6 iterations, which is 

significantly less than other methods but the 

number of fitness function calculations is more 

than K-means, BH, BBBC, CS, and lower than 

COA. The results obtained on the iris dataset 

show that ECOA-K converges the global optimum 

by 1685 fitness function calculation, while the 

average number of calculations in K-means, CS, 

BH, BBBC, and COA are 9.3, 340, 255, 832, and 

2134, respectively. As seen from the results 

obtained, the ECOA-K algorithm is far superior to 

the other algorithms and leads to a faster 

convergence than the other approaches including 

the original versions of COA. 

In order to find the degree of significance of the 

results obtained by the clustering algorithms, the 

statistical analysis was carried. We employed the 

non-parametric Wilcoxon test to determine 

whether there were significant differences in the 
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results of the clustering algorithms. The purpose 

behind each statistical test was to see whether the 

research results had been induced as a result of the 

independent hypothesis or the mere effect of 

random factors. The test has two hypothesis called 

H0 and H1, which are defined as follow: 

1 2

1 2

2 1

2 1

0

( ) ( )

0

( ) ( )

H method X is better than X

E X E X

H method X is better than X

E X E X








  

(13) 

If case H0 is rejected, we can conclude that the 

result obtained has not been due to random factors 

but due to the independent variable. In this 

method, we do always consider our claim or 

method as H1 and other methods as H0. Then 

with the help of a significance test, the hypotheses 

will be either accepted or rejected. In the 

following tests, we used α = 0.05 as the 

confidence level. A wider description of these 

tests has been presented in [43,44].  
 

Table 3. Results obtained by statistical analysis of 

algorithms based on purity criteria on iris dataset. 

 

K-means 

vs. 

ECOA-K 

CS vs. 

ECOA-K 

BH vs. 

ECOA-K 

BBBC vs. 

ECOA-K 

COA vs. 

ECOA-K 

z ‒2.850 ‒2.090 ‒2.000 ‒2.096 ‒2.431 

. 

Sig. 
0.004 0.037 0.04 0.036 0.01 

 
 

Tables 3 and 4 show the results obtained by 

statistical analysis of the proposed algorithm and 

the other compared algorithms based on purity 

criteria and CV index on the iris dataset.  

According to table 3 and the significance level 

(below 0.05), H0 was rejected. Therefore, at the 

confidence level of 95%, the suggested method 

was superior to the other algorithms in terms of 

the purity index.  
 

Table 4. Statistical analysis of algorithms based on CV 

criteria on iris dataset. 

 

K-means 

vs. 

ECOA-K 

CS vs. 

ECOA-K 

BH vs. 

ECOA-K 

BBBC vs. 

ECOA-K 

COA vs. 

ECOA-K 

z ‒2.848 ‒2.803 ‒2.823 ‒2.8112 ‒2.805 

. Sig. 0.004 0.005 0.005 0.005 0.005 

 

According to table 4 and the significance level 

(below 0.05), H0 was rejected. Therefore, at the 

confidence level of 95%, the suggested method 

was superior to the other algorithms in terms of 

the CV index. The statistical tests demonstrated 

that the experimental results were stable and 

trustable, and we could expect that the proposed 

approach performed the same in different 

executions. 

 

8.2. Evaluations on CMC dataset 
The second experiment concerns the evaluations 

of the proposed algorithm on the CMC dataset, 

which are depicted in table 5.  

As seen in the results tabulated in table 5, the 

ECOA-K algorithm achieved the best results 

among all the algorithms. The results obtained on 

the CMC dataset showed that the proposed 

algorithm was capable of achieving solutions of 

higher purity degree as compared to the other 

algorithms. The purity index in ECOA-K equaled 

0.4427, while this index in K-means, CS, BH, 

BBBC, and COA were 0.4320, 0.4349, 0.4388, 

0.4337, and 0.4354, respectively.  
 

Table 5. Experimental results on CMC dataset. 

Convergence  

 

CV 

index 

 

Fitness 

function 

calculations 

Number of 

iterations 

Purity 

degree 

Algorithm 

14.5 14.5 0.041 0.4320 K-means 

260 3.1 0.050 0.4349 CSA 

- - 0.055 0.4388 BH 

- - 0.011 0.4337 BBBC 

4838.7 12.2 0.07 0.4354 COA 

1697 1.2 0.004 0.4427 ECOA-K 

 

Also the proposed algorithm was able to converge 

in 1.2 iterations, in average, while BH and BBBC 

were unable to reach the convergence condition in 

some executions. Other algorithms suffered from 

a low convergence rate in low iterations (a dash is 

used to imply no convergence rate) for huge 

datasets, the suggested algorithm can achieve the 

optimal result with a higher purity degree in a less 

iteration. Achieving the optimum solution is 

always guaranteed in the proposed approach, 

which is due to better initialization and migration 

of the cuckoos that leads to better coverage of the 

algorithm throughout the iterations. 

Moreover, the CVindex in the suggested 

algorithm was lower than all the other algorithms. 

Therefore, this algorithm was capable of 

providing more stable results as compared to the 

other algorithms. The CV index in ECOA-K 

equaled0.004, while this index in K-means, CS, 

BH, BBBC, and COA was0.041, 0.050, 0.055, 

0.011, and 0.07, respectively.  

As seen in the results obtained for the CMC 

dataset, the ECOA-K algorithm was far superior 

to the other algorithms. Again, statistical analysis 

was carried for these experiments. Tables 6 and 7 



Lashkari & Moattar/ Journal of AI and Data Mining, Vol 5, No 2, 2017. 

 

303 
 

show the results obtained by the statistical 

analysis of the proposed algorithm and the other 

algorithms based on the purity criteria and the CV 

index in the CMC dataset. 

 

Table 6. Results obtained by statistical analysis of 

algorithms based on purity criteria on CMC dataset. 

 

K-means vs. 

ECOA-K 

CS vs. 

ECOA-K 

BH vs. 

ECOA-K 

BBBC vs. 

ECOA-K 

COA vs. 

ECOA-K 

z ‒2.913 ‒2.608 ‒2.429 ‒2.987 ‒2.193 

Sig. 0.004 0.009 0.015 0.003 0.028 

 

 

Table 7. Results obtained by statistical analysis of 

algorithms based on CV criteria on CMC dataset. 

 

K-means 

vs. 

ECOA-K 

CS vs. 

ECOA-K 

BH vs. 

ECOA-K 

BBBC vs. 

ECOA-K 

COA vs. 

ECOA-K 

Z ‒2.848 ‒2.608 ‒2.805 ‒2.807 ‒2.805 

Sig. 0.004 0.009 0.005 0.005 0.005 

 

According to table 7, at the confidence level of 

95%, the suggested method was superior to the 

other algorithms in terms of the CV index. 

 

8.3. Evaluations on wine dataset 
The third experiment concerns the evaluation of 

the proposed algorithm on the wine dataset (Table 

8). The simulation results given in table 8 show 

that again our proposed algorithm was capable of 

achieving solutions of a higher purity degree in 

comparison with the other methods. For the wine 

dataset, the purity index for k-means, CS, BH, 

BBBC, and COA were 0.6980, 0.7089, 0.7132, 

0.7106, and 0.7185, respectively, while it was 

0.7196 for ECOA-K. As it can be seen in table 8, 

the CV index values for the suggested algorithm 

were significantly less compared with the other 

algorithms. 
 

Table 8. Experimental results on wine dataset. 

Convergence 
 

 

CV Index 

 

Fitness 

function 

calculations 

Number of 

iterations 

Purity 

degree 
Algorithm 

8.4 8.4 0.046 0.6980 K-means 

4.6 3.4 0.040 0.7089 CSA 

1142 16.5 0.033 0.7132 BH 

1067.5 13.3 0.08 0.7106 BBBC 

468.1 4.7 0.01 0.7185 COA 

511.3 4.4 0.01 0.7196 ECOA-K 

 

Tables 9 and 10 show the results obtained by the 

statistical test of the proposed algorithm and the 

other algorithms based on the purity criteria and 

CV index in the wine dataset. According to table 

9, at the confidence level of 95%, the suggested 

method was superior to the other algorithms in 

terms of the purity index.  
 

Table 9. Results obtained by statistical analysis of 

algorithms based on purity criteria on wine dataset. 

 

K-means 

vs. 

ECOA-K 

CS vs. 

ECOA-K 

BH vs. 

ECOA-K 

BBBC vs. 

ECOA-K 

COA vs. 

ECOA-K 

z ‒2.859 ‒2.328 ‒2.070 ‒2.312 ‒1.34 

. Sig. 0.004 0.02 0.038 0.021 0.18 

 

 

Table 10. Statistical analysis of algorithms based on CV 

criterion on wine dataset. 
 

 

K-means 

vs. 

ECOA-K 

CS vs. 

ECOA-K 

BH vs. 

ECOA-K 

BBBC vs. 

ECOA-K 

COA vs. 

ECOA-K 

z ‒2.772 ‒2.814 ‒2.744 ‒2.603 ‒2.224 

Sig. 0.006 0.005 0.006 0.009 0.026 

 

Again, according to table 10 and the significance 

level (below 0.05), H0 was rejected. Therefore, at 

the confidence level of 95%, the suggested 

method was superior to the other algorithms in 

terms of the CV index.  

 

9. Conclusion 

In this paper, a novel hybrid methodology called 

ECOA-K was introduced and debated in detail. 

The hybrid ECOA-K algorithm is a combination 

of a modified COA and the K-means algorithm. In 

the hybrid new algorithm, we used the ECOA 

algorithm to select the initial centers for the K-

means algorithm. The proposed algorithm is an 

extension of the classic COA algorithm with more 

intelligent and enhanced operations. These 

modifications include chaotic initial population 

generation, a systematic egg-laying procedure, 

and a modified migration function, all with the 

purpose of increasing the global search and 

convergence rate of the algorithm.  

The experimental results using three benchmark 

datasets showed that the proposed optimization 

algorithm was capable of achieving solutions of 

higher purity degree in comparison with some 

recent methods, and the algorithm was capable of 

providing more stable results. The proposed 

ECOA-K algorithm is more efficient in finding 

the global optimum solution than the other 

compared algorithms. It can find high-quality 
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solutions and provides a small coefficient of 

variance. Also the convergence rate of the 

proposed algorithm was faster than the other 

algorithms.  

Regardless of the robustness and efficiency of the 

hybrid ECOA-K algorithm, it is applicable when 

the number of clusters is known a priori. In the 

future research works, the proposed algorithm can 

also be utilized for many different application 

areas, for example, clustering of unbalanced data. 

In addition, its performance can be improved via 

combining with some other evolutionary 

algorithms properly. Developing a method for 

selecting the algorithm parameters can be another 

good direction for future works. 
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 نشریه هوش مصنوعی و داده کاوی

 

 

 

-ت هوشمندانه برای خوشهشوب و مهاجربهبودیافته با استفاده از توالی آ سازی فاختهالگوریتم بهینه

 هابندی داده

 

 ،*2سید محمدحسین معطر و 1مریم لشکری

  .، فردوس، ایرانفردوسواحد  اسلامی ، دانشگاه آزادگروه کامپیوتر 1

 .ایران، مشهد، واحد مشهد اسلامی ، دانشگاه آزادگروه کامپیوتر 2

 10/11/3112پذیرش؛ 32/12/3112 بازنگری؛ 32/11/3112 ارسال

 چکیده:

بهینه از قرار گرفتن در  ،سازیایی چون سرعت بالا و سادگی پیادهکه در کنار مزای استبندی مشهور های خوشهیکی از الگوریتم k-meansالگوریتم 

سازی فاخته ی مبتنی بر ترکیب الگوریتم بهینهحل جدیداین مقاله راه .راهکارهای زیادی مطرح شده است الگوریتمبرای بهبود این  برد.محلی رنج می

دارای مزایایی همچون نرخ  سنتیالگوریتم فاخته  نماید.مطرح می مذکور رفع مشکلبرای  ECOA-Kبا عنوان  k-meansو الگوریتم یافته یهیود

بسیاری از عملگرهای الگوریتم فاخته  ،پیشنهادیدر الگوریتم  است.همگرایی سریع، عملگرهای هوشمند و جستجوی همزمان محلی و سراسری 

است، در روش پیشنهادی از ی مبتنی بر توالی تصادفتولید جمعیت اولیه نمونه در حالیکه در روش فاخته پایه  عنوانبه  بهینه شده است. استاندارد

به هر فاخته در الگوریتم پیشنهادی مبتنی بر میزان شایستگی هر  هاتخصیص تعداد تخم ،علاوه بر این شوب برای این منظور استفاده شده است.آتوالی 

نهادی بر روی چندین مجموعه داده الگوریتم پیش .گیردا با درجه انحراف متفاوت صورت میهای فاخته در فضهمچنین مهاجرت دسته و فاخته است

انقباض، الگوریتم جستجوی فاخته و الگوریتم فاخته -های چاله سیاه، الگوریتم انبساطشده است و کارایی آن با الگوریتمارزیابی  UCIاستاندارد از پایگاه 

ن درجه خلوص، انحراف معیار، سرعت همگرایی و ی چوینتایج بدست آمده با معیارها مقایسه شده است. K-meansالگوریتم همچنین و  استاتدارد

تر و پایداری ه خلوص بالاتر، نرخ همگرایی سریعقادر است به نتایجی با درجپیشنهادی دهد که الگوریتم نشان می ارزیابی شده است وپیچیدگی زمانی 

 ها دست یابد.ر الگوریتمدر مقایسه با دیگبیشتر 

 .مهاجرتآشوب،  تابعسازی فاخته، الگوریتم بهینه ،k-meansبندی، الگوریتم خوشه :کلمات کلیدی

 


