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Aspect-Based Sentiment Analysis (ABSA) is a vital tool for
extracting fine-grained insights from user opinions; however, existing
methods often struggle to effectively balance contextual and aspect-
specific information or generalize across diverse domains. To address
these limitations, we propose DeGF-ABSA (DeBERTa-Gated Fusion
for Aspect-Based Sentiment Analysis), a novel architecture that
leverages the DeBERTa model’s disentangled attention mechanism,
which excels at capturing nuanced relationships in text, combined
with a gated fusion layer. This layer dynamically weights the
contributions of global context features, derived from the DeBERTa
[CLS] token (a special token representing the entire input sequence),
and aspect-specific features, computed as the average representation
of tokens associated with the target aspect. This approach enables
precise sentiment classification in complex sentences. Experiments
on the SemEval 2014 datasets demonstrate state-of-the-art
performance, achieving 86.68% accuracy (84.50% F1-score) for the
Laptop domain and 91.43% accuracy (86.83% F1-score) for the
Restaurant domain. Given the variability of sentiment expressions
across domains—such as “delicious” in food reviews versus “fast
performance” in electronics reviews—evaluating DeGF-ABSA on
additional domains would further validate its generalization
capabilities and broaden its applicability for real-world ABSA tasks.

1. Introduction

Aspect-Based Sentiment Analysis (ABSA) has
emerged as a pivotal technique within Natural
Language Processing (NLP) for extracting granular
opinions from textual data. Unlike traditional
sentiment analysis, which typically assigns a single
polarity to an entire text, ABSA focuses on
identifying the sentiment expressed towards
specific aspects or features of an entity, providing
a more nuanced understanding of customer
feedback and reviews 0. This fine-grained analysis
is crucial in scenarios where a single piece of text
can contain varying sentiments towards different
aspects, such as a restaurant review praising the
food but criticizing the service. The field of ABSA
encompasses several subtasks, most notably

Aspect Term Extraction (ATE), which aims to
identify the mentions of aspects in a text, and
Aspect Sentiment Classification (ASC), which
focuses on determining the sentiment polarity (e.qg.,
positive, negative, or neutral) associated with these
identified aspectsO. While ABSA represents a
broad area of research, this paper specifically
concentrates on  Aspect-Based  Sentiment
Classification (ABSC), addressing the task of
predicting the sentiment polarity for given aspect
terms within a sentence or document. The
increasing demand for understanding detailed
consumer feedback has driven the evolution of
ABSA methodologies from early lexicon-based
approaches to sophisticated machine learning and
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deep learning techniques. This progression
underscores a growing recognition of the need for
models capable of capturing sentiment towards
specific attributes, as a singular sentiment score for
an entire text often lacks the granularity required
for actionable insights.

To address these challenges, we introduce the
DeFG model which is designed to select creative,
high-level ideas from both the overall text and its
specific aspects, and then combine them
effectively. In our model, global context and aspect
features are extracted from the entire text using
DeBERTa embeddings. These two sources of
information are fused through a Gated Fusion
mechanism that dynamically adjusts the
contribution of each component.

2. Related Works

ABSA has evolved dramatically since the
introduction of deep learning techniques. In this
work, we classify the literature concerning five
predominant themes describing the development of
ABSA methods: attention mechanisms, neural
networks, transformers, multi-task learning, and
knowledge integration [28].

2.1 Attention Mechanisms in ABSA

Attention mechanisms have been foundational in
enhancing sentiment analysis by allowing models
to focus selectively on words relevant to the aspect
under consideration. Initial works, such as those by
Tang et al. O, introduced memory networks to
emphasize key words, outperforming traditional
LSTM-based models by making aspect-specific
predictions. Expanding on this, Chen et al. 0
developed a Recurrent Attention Network on
Memory, which employs a multi-attention
mechanism to capture sentiment features even over
long distances, thus reducing the need for manual
feature engineering. Song et al. 0 proposed the
Attentional Encoder Network (AEN), which
replaces recurrent layers with attention-based
encoders and integrates BERT embeddings,
improving sentiment classification accuracy.
Advancing these methods, Li et al. O introduced a
hierarchical position-aware network (HAPN) that
incorporates position embeddings to model the
position-sentiment relationship within sentences.
Fan et al. O proposed a multi-grained attention
network (MGAN), capturing both fine-grained and
coarse-grained attention patterns, while Tang et al.
0 developed progressive self-supervised attention
learning to automatically extract attention
supervision signals from the training data, enabling
more accurate sentiment prediction for aspects with
minimal labeled data.

2.2 Neural Network-Based Models

Neural network architectures have played a central
role in ABSA. Early contributions included LSTM-
based models tailored for sentiment analysis. For
instance, Do O introduced bitmask bidirectional
LSTM networks to maintain focus on specific
aspects, while Li et al. 0 designed transformation
networks combining CNN and RNN layers to
address the limitations of simple attention
mechanisms. Target-dependent LSTM models, as
proposed by Tang et al. 0, integrated aspect
information directly, resulting in significant
performance improvements over traditional
LSTM-based approaches.

Beyond LSTM models, memory networks have
been leveraged for ABSA. Majumder et al. 0
presented Inter-Aspect Relation Modeling with
Memory Networks (IARM), which enhances
sentiment prediction by capturing neighboring
aspects’ influences. Graph-based approaches,
including Zhao et al.'s 0 graph convolutional
network, introduced relational sentiment modeling
across multiple aspects. Bai et al. 0 used graph
attention neural networks to incorporate typed
syntactic dependencies, improving performance
for aspect-targeted sentiment analysis.

2.3 Transformer-Based Approaches

The architecture of transformers such as BERT has
recently led to important advances in ABSA[25].
Early work by Xu et al. 0 extended BERT for
review comprehension to post-training BERT,
which could capture domain-specific sentiment
patterns. Dai et al. 0 also pointed out the syntactic
power of RoOBERTa and showed that syntax-aware
embeddings can improve ABSA, although
syntactic features are not included. Rietzler et al. 0
also investigated domain adaptation in fine-tuning
BERT on aspect-target sentiment classification,
showing the contribution of domain knowledge in
improving performance.

Advanced Transformer-based models continue to
refine ABSA. Cheng et al. 0 proposed a variational
semi-supervised Transformer for aspect-term
sentiment classification using semi-supervised
learning to use a small number of annotated data.
Karimi et al. O proposed a model further
augmenting BERT by parallel-and-hierarchical
aggregation that can make more fine-tuned aspect-
level sentiment distinctions.

2.4 Multi-Task and Joint Learning

Multi-task learning has made progress in ABSA
possible by tackling several related tasks
simultaneously, which, in turn, helps to improve
the model's generalization [26]. He et al. O
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proposed an interactive multi-task learning
network, with extraction and sentiment
classification used jointly in an end-to-end model.
This solution significantly minimizes error leakage
among tasks. Yang et al. 0 formulated a model
based on the Chinese ABSA task, which employs
multi-task learning to achieve concurrent context
term extraction and polarity classification.

Transfer learning has also been used for ABSA,
particularly in situations of limited resources[24].
Li et al. 0 introduced a coarse-to-fine task transfer
method in which models are first trained on more
general sentiment classification problems. Then,
they are fine-tuned on more specific aspect
classification problems. This method is adapted to
solve the data scarcity problem and improve the
model's performance.

Ws-umol& ’ ‘1 1-sigmoid
]
‘ Litear
cxsiifpath
i & .. 8
. N @
e s
L) .
Mean poolir
Token [CLS) P
\ Y A
0 ¢
& A
9 ©
ef e n ef € em
Context Aspect

Figure 1. Architecture of the proposed model.

2.5 Incorporation of External Knowledge

More recently, research has also introduced
external knowledge, including aspect-specific and
syntactic information, into neural models to
enhance sentiment prediction further. Xing and
Tsang 0 proposed a knowledge-aware gated
recurrent memory network that encodes aspect

knowledge and syntactic information and that, as a
result, provides more contextually appropriate
sentiment predictions. In this method, knowledge-
based components are directly embedded into the
model structure, which leads to a richer
interpretation of sentiment on the sentiment-rich
fine-grained sentence level Gated Fusion unit to
allow for adaptive,aspect-sensitive sentiment
representation.

3. Model Architecture

The model architecture of DeGF is specifically
handcrafted to cope with issues of ABSA. It
combines global and aspect-wise embeddings by
the powerful pre-trained DeBERTa model which
can  deliver deep contextualized  word
representations. Using a Gated Fusion mechanism,
DeGF achieves an intelligently balanced relevance
between the different embeddings, enabling it to
produce truly relevant and sensitive sentiment
predictions to specific content within the texts. This
structure enables the model to capture nuanced
sentiment patterns and deliver robust performance
on complex ABSA tasks.

3.1 DeBERTa for Contextualized Embedding
Extraction
At the core of DeGF, DeBERTa serves as a pre-
trained feature extractor to capture both global and
aspect-specific information:
Global Context Features: Extracted from the
whole text input.
Aspect Features: Extracted from the text's
specific aspect term or phrase.

embeddings:

H, s = DeBerta (T).H

global —

aspect =DeBerta(A) (1)
ot 1 1 Tand Ho o 15 ™, with

d being the embedding dimension.
The symbol R refers to the set of real numbers.

where H

aspect

3.2 Extract CLS Token From Global Context
Features

In DeBERTa’s architecture, the [CLS] token
(Classification Token) is specifically designed to
summarize the global meaning of a sentence and
extract its general features. Positioned at the start
of the input sequence, this token learns during pre-
training to aggregate information from all tokens
via multi-head self-attention layers, creating a
unified representation of the text. The choice of the
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[CLS] token for capturing general textual features
(e.g., overall sentiment or key contextual cues) is
optimal for the following reasons:

e Unlike standard BERT, which computes
coupled attention between token content and
positional embeddings, DeBERTa decouples
these components (token content and relative
positions). This allows the [CLS] token to
capture global semantic interactions while
filtering out positional noise.

e In aspect-based sentiment analysis, the [CLS]
token’s global features act as a reference
framework, providing the context needed to
interpret individual aspect sentiments.
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Figure 2. Embedding Extraction from DeBerta
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Figure 3. Extract CLS Token From Global Context
Features.

3.3 Mean Pooling for Aspect Feature
Aggregation

To represent aspect features as a single vector, we
apply mean pooling over the tokens in H .., :

1. .
haspectzaa inz]lHaspect['] )

This operation yields a fixed-size vector
h i i d summarizing the information in the

aspect

aspect phrase.

3.4 Gated Fusion Mechanism

Fusion layers in neural networks serve the
fundamental purpose of integrating information
from multiple sources or different representational
spaces to create a unified representation.In the
DeGF-ABSA model, the gated fusion layer plays a
crucial role in integrating the general contextual
information derived from the entire input text with
the specific information related to the target
aspect.The model extracts the CLS token vector
from the embedded representation of the overall
text using the pre-trained DeBERTa, which serves
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as the general contextual feature. Simultaneously,
for each aspect, the model extracts the embedded
vectors corresponding to the tokens of that aspect
and calculates their average to obtain a specific
aspect feature vector.
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Figure 4. Embedding Extraction from DeBerta.

The gated fusion layer then takes these two feature
vectors (the CLS token vector and the averaged
aspect vector) as input. Below, we formalize these
steps mathematically:

1. Concatenation of the global contextual

representation h ., and the pooled

aspect representation h,..., :
fconcat :[hglobal ;haspect] (3)

2. Gating Vector calculation using a sigmoid
function, which learns the importance of
global and aspect features:

9= oWy fooea +0y) (4)

concat

where w, I | ®* and b, I ; ¢ are learnable

parameters.

3. Fused Representation combines h,, ., and

globa
N .qpect Weighted by the gate

h =ge hglobal + (1' g) € haspect (5)

fused
Here, e denotes element-wise multiplication. This
operation ensures that the fused representation
h;.q dynamically adapts based on the relevance
of the aspect and global context information.This
approach offers several potential benefits for
aspect-based sentiment analysis. Firstly, by
allowing the model to weight the importance of
both the overall context and the specific aspect, the
gated fusion layer can potentially enhance the
accuracy of sentiment prediction. The model can
learn to prioritize the general sentiment expressed
in the sentence when the aspect sentiment aligns
with it, or to focus more on the aspect-specific
information when the sentiment towards the aspect
differs from the overall sentiment. Secondly, the
fusion mechanism facilitates a more nuanced
understanding of the sentiment expressed towards
the particular aspect by explicitly considering it
within the broader context of the sentence. This can
be particularly useful in handling cases where the
sentiment towards an aspect is subtle or context-
dependent. For instance, in the sentence "The food
was great, but the service was slow," the gated
fusion mechanism can help the model correctly
identify the positive sentiment towards "food" and
the negative sentiment towards "service" by
considering both the overall sentence structure and
the specific mentions of these aspects..The Gated
Fusion mechanism is a critical component of
DeGF, allowing the model to adapt to global and
aspect-specific information.

3.5 Final Classification Layer
The fused representation hy,., is passed through

a dropout layer to prevent overfitting:

h :DrOpOUt(hfused ) (6)

drop

A linear layer then maps hdrop to the output logits,
representing sentiment classes:

ylogits :W0ut ' hdrop + bout (7)
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7 . output_dimxd
Where w,, I ; and b
are parameters of the classification layer.

i . output_dim
out * |

3.4 Advantages of the DeGF Design
The architecture combines the following strengths:

e Context-Specific Sentiment Adaptability: The
Gated Fusion mechanism enables a nuanced
balance between global context and aspect
information, essential for accurate sentiment
classification at an aspect level.

o Efficient Feature Representation: Mean
pooling and gating mechanisms minimize
computational costs, making it practical for
large-scale ABSA tasks.

e Enhanced Generalization: Dropout
regularization and the gating mechanism
improve the model's robustness by mitigating
overfitting and dynamically prioritizing
relevant information.

4. Experiments and Results

4.1 Data Collection

The SemEval-2014 dataset was created as part of
the International Workshop on Semantic
Evaluation (SemEval), specifically for Task 4:
Aspect-Based Sentiment Analysis. The dataset
focuses on reviews with sentiment annotations tied
to specific aspects within each domain. Here is a
breakdown of its main features:

Table 1. Overview of Datasets for ABSA.

Domain Total Reviews Total Aspects Sentiment Labels
Restaurant 3845 4473 Positive, Negative, Neutral
Laptops 3045 3830 Positive, Negative, Neutral

4.1.1 Structure of the Dataset
Each review in the Dataset contains the following
information:

e Sentence ID: Unique identifier for each
sentence.

e Aspect Term: A specific term or phrase
representing the aspect (e.g., "service" in
restaurant reviews).

e Aspect Category: High-level categories
representing the aspect type, like Food,
Service, or Price for restaurants.

e Sentiment Label: The sentiment label
assigned to each aspect. Labels include:

o Positive: Indicates positive sentiment
toward the aspect.

o Negative: Indicates
sentiment toward the aspect.

o Neutral: A neutral sentiment with no
strong opinion expressed.

negative

Table 2. Example of Restaurant dataset.

Sentence Aspect Term Aspect Category Sentiment
The pizza was excellent, but the service was slow. Pizza Food Ppositive
The pizza was excellent, but the service was slow. Service Service Negative
Great value for money, but the ambiance was lacking. Value Price Positive
Great value for money, but the ambiance was lacking. Ambiance Ambiene Negative

4.2 Results

To ensure rigorous evaluation and equitable
comparison with existing approaches, we
implemented our experiments using PyABSA
(Python for Aspect-Based Sentiment Analysis), a
widely recognized toolkit for ABSA research. This
framework provides standardized benchmarks,
preconfigured state-of-the-art baselines (e.g.,
LSTM, BERT, and RoBERTa variants), and
unified evaluation protocols—critical for ensuring
reproducibility and reducing implementation bias
in cross-method comparisons. We run our model

on 3060TI GPU. By aligning with this community-
adopted platform, our results directly contextualize
DeGF-ABSA’s advancements against
contemporary  methods  while  maintaining
consistency with established ABSA evaluation
practices.

Our proposed model achieved the following
results:

e Restaurant Domain Accuracy: 91.43%
e Laptop Domain Accuracy: 86.68%
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e Mean Accuracy: 89.55% (calculated as the
average of both domains)

Table 3. Accuracy Comparison for various ABSA.

Model Mean Accuracy  Restaurant Accuracy  Laptop Accuracy Year

LSA+DeBERTa-V3-Large 88.27 90.33 86.21 2021

LCF-PC 86.24 90.18 82.29 2019

ABSA-DeBERTa 86.11 89.46 82.76 2021

DPL-BERT 85.75 89.54 81.96 2022

ROBERTa+MLP 85.58 87.37 83.78 2021

KaGRMN-DSG 84.61 87.35 81.87 2021

YORO 84.48 87.14 81.82 2024

BERT-ADA 84.06 87.89 80.23 2019

RGAT+ 83.92 86.59 81.25 2020

PH-SUM 82.96 86.37 79.55 2020

Masked ABSA 86.95 87.65 86.24 2024

BAT 82.69 86.03 79.35 2020

INStructABSA 815 82.44 80.56 2023

DeGF 89.55 91.43 86.68 2024

2. InstructABSA (89.065%)

Based on mean accuracy across both domains, the 3. LSA+DeBERTa-V3-Large (88.27%)
performance hierarchy is as follows: 4. LCF-ATEPC (86.24%)
5. Other models (< 86%)

1. Proposed Model (89.55%)

Table 4. Classification report of Laptop.

Sentiment Precision Recall F1 Score Support
Negative 0.67 0.91 0.77 128
Nature 0.81 0.53 0.64 169
Positive 0.9 0.93 0.92 341

Table 5. Classification report of Resturant.

Sentiment Precision Recall F1 Score Support
Negative 0.85 0.86 0.86 196
Nature 0.78 0.65 0.71 196
Positive 0.92 0.96 0.94 728

The results from The two datasets highlight the
effectiveness of the sentiment analysis model while
revealing some domain-specific challenges. Both
datasets demonstrate  strong  classification
performance, with ROC-AUC values consistently
above 0.89 for all classes. However, subtle
differences exist in the model's behavior across the
datasets.

The Laptop dataset achieved AUC values of 0.95
(negative), 0.89 (neutral), and 0.96 (positive). In
contrast, the Restaurant dataset showed slightly
higher performance, with AUC values of 0.98
(negative), 0.91 (neutral), and 0.97 (positive). This
suggests that the model performs slightly better on
restaurant reviews, possibly due to the richer and
more explicit sentiment expressions in the
restaurant domain than laptop reviews' technical
and potentially more nuanced nature.
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Figure 5. ROC Curve for Laptop dataset.
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Figure 6. ROC Curve for Restaurant dataset.
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Figure 7. Confusion Matrix for Laptop dataset.

A comparison of the confusion matrices further
highlights these differences. Both datasets
demonstrate strong performance in classifying
positive sentiments, with the restaurant dataset
correctly identifying 728 positive samples (98.2%)
compared to 701 (97.1%) for the laptop dataset.
However, the neutral sentiment remains the most

challenging class in both domains. For laptops, 53
neutral samples were misclassified as positive,
while the restaurant dataset showed the same
pattern, with 53 misclassified neutral samples. This
indicates that neutral reviews often overlap
semantically with positive ones in both domains,
but the impact is slightly less pronounced in the
restaurant dataset.

Confusion Matrix - Sentiment Analys:s

Figure 8. Confusion Matrix for Restaurant dataset.

5. Conclusion

The proposed model also has multiple advantages

in terms of domains, demonstrating its

negotiability and ability to grasp sentiment
nuances, as is illustrated by the following:

High  Domain-Specific  Accuracy: DeGF

produced the highest domain accuracy in the

restaurant dataset (91.43%), underscoring its
remarkable ability to detect delicate sentiment in
this domain.

Consistent Cross-Domain Performance: The

model obtained an acceptable accuracy of 86.68%

on the laptop domain, reflecting its capability and

effectiveness in different domains.

Overall Mean Accuracy Advantage: With an

average mean accuracy of 89.06%, DeGF is

slightly Dbetter than InstructABSA's average
accuracy, confirming its promise as a next-
generation ABSA model.

The model exhibits performance disparities across

sentiment classes, particularly in the Restaurant

domain, where the Neutral class achieves
significantly lower recall (0.53) compared to

Positive (0.93). This stems from two key

challenges:

e Class Imbalance: Dominant Positive-class
samples (e.g., 341 vs. 128 Negative in
Restaurants) bias the model toward majority
classes, reducing sensitivity to under-
represented sentiments.
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o Domain-Specific Nuances: Neutral sentiment
in Restaurant reviews (e.g., “The pasta was
acceptable”) often relies on subtle contextual
cues, contrasting with explicit sentiment
markers in Laptop domains (e.g., “The battery
is mediocre”).

In conclusion, our DeGF model competes with and

surpasses many leading ABSA models across

diverse domains. These results indicate that DeGF
is well suited to generalize across domains such as
complex sentiment morphology. Future research
could see the optimization of this model to other

ABSA tasks or expanding its generalizability to

categories comprising more specific aspects.
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