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 Drowsiness remains a significant challenge for drivers, often resulting 

from extended working hours, inadequate sleep, and accumulated 

fatigue. This condition impairs reaction time and decision-making 

and contributes to a substantial number of road accidents globally. 

Therefore, reliable and timely detection of driver drowsiness is 

essential for enhancing transportation safety and reducing the risk of 

traffic-related fatalities.  With the rapid progress in deep learning, 

numerous models have been developed to detect driver drowsiness 

with high accuracy. However, the real-world performance of these 

models can deteriorate under varying environmental conditions, such 

as changes in cabin illumination, facial occlusions, and dynamic 

shadows on the driver's face. To address these limitations, this paper 

proposes a robust, real-time driver drowsiness detection model that 

leverages facial behavioral features and a Transformer-based neural 

network architecture. The MediaPipe framework is utilized to extract 

a comprehensive set of facial keypoints, capturing subtle facial 

movements and expressions indicative of drowsiness. These 

keypoints are then encoded to form feature vectors that serve as input 

to the Transformer network, enabling effective temporal modeling of 

facial dynamics. The proposed model is trained and evaluated on the 

National Tsing Hua University (NTHU) Driver Drowsiness Detection 

dataset, achieving a state-of-the-art accuracy of 99.71%, 

demonstrating its potential for deployment in real-world in-vehicle 

systems. 
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1. Introduction 

Drowsiness is generally defined as the abnormal 

feeling of sleepiness or tiredness during the day 

that can lead to distraction and falling asleep at 

inappropriate times, especially while driving [1]. 

According to a 2017 report from the National 

Highway Traffic Safety Administration (NHTSA), 

91,000 police-reported accidents involved drowsy 

drivers, resulting in approximately 50,000 injuries 

and nearly 800 fatalities [2]. Additionally, the 

Foundation for Traffic Safety reported that 21% of 

all fatal crashes involved a drowsy driver [3]. 

These accidents often lead to financial losses, 

injuries, and fatalities [4]. These alarming statistics 

underscore the need for a system to monitor and 

alert drivers to drowsiness, aiming to prevent 

traffic accidents. 

Recently, various models have been developed for 

automatic drowsiness detection systems. Advanced 

Driver Assistance Systems (ADAS) offer features 

such as parking sensors, lane departure warnings, 

traffic sign recognition, and blind-spot monitoring 

systems [3-6]. However, traditional ADAS systems 

lack drowsiness and fatigue detection. Recognizing 

this challenge, this paper proposes a driver 

drowsiness detection model to automatically alert 

drivers before irreparable damage occurs. 

As mentioned, driver drowsiness is a perilous 

condition that occurs when an individual becomes 
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sleepy or fatigued while driving, often resulting 

from factors such as sleep deprivation, long hours 

of driving, medication use, and certain medical 

conditions. Drowsiness reduces reaction time and 

attention span, impairing decision-making 

abilities. Warning signs include yawning, difficulty 

keeping the eyes open, trouble focusing, drifting in 

and out of lanes, and nodding off. Therefore, a key 

challenge for fatigue detection systems is 

accurately detecting drowsiness in real-time using 

efficient features. This paper employs lip and eye 

movement features during yawning and keeping 

the eyes open to propose a model for accurate 

driver drowsiness detection. 

Recent advances in Artificial Intelligence and deep 

learning models have encouraged researchers to 

propose various models in different research areas 

[7-27], especially for diverse research tasks [28-

30]. Within this field, numerous models have been 

proposed for driver drowsiness detection, 

employing different features [31-33]. However, 

real-time and accurate detection of driver 

drowsiness remains challenging. Some models 

focused solely on accuracy for offline applications 

[34], while others have been developed for real-

time applications [35]. This work proposes a novel 

real-time driver drowsiness detection model that 

achieves high accuracy while maintaining 

robustness under challenging real-world 

conditions. The model leverages a Transformer-

based architecture [36] to effectively capture 

temporal dependencies in facial behavioral patterns 

and integrates Mediapipe-extracted facial 

keypoints to enhance sensitivity to subtle 

drowsiness-related cues such as prolonged blinking 

and yawning. 

The remainder of the paper is organized as follows. 

Section 2 provides a literature review on 

drowsiness detection with deep learning networks. 

Section 3 details the proposed model. The 

experimental results of the proposed model are 

presented and discussed in Section 4. Finally, 

Section 5 concludes the work and provides a 

roadmap for future research. 

 

2. Literature Review 

In this section, recent works in driver drowsiness 

detection are reviewed in three categories: Mouth 

Feature Extraction, Eye Feature Extraction, and 

Face Feature Extraction. Mouth feature extraction 

includes models that utilize mouth features, such as 

calculating the mouth's aspect ratio or mouth 

frequency, for drowsiness detection. Eye Feature 

Extraction involves models that consider the aspect 

ratio of the eyes or the percentage of eye closure, 

often using facial landmarks for these models. Face 

Feature Extraction encompasses models that learn 

most facial features of the driver (without 

extracting facial landmarks) to detect drowsiness 

based on the features of the eyes, mouth, and 

subsequently, the face. 

 

2.1. Mouth Feature Extraction 

This category primarily relies on mouth features 

for accurately detecting driver drowsiness. To this 

end, Anber et al. [34] proposed and compared two 

AlexNet-based Convolutional Neural Network 

(CNN) models [37] for detecting driver fatigue 

behaviors, focusing on head position and mouth 

movements as behavioral criteria. They employed 

two different approaches. The first approach 

involves transfer learning, specifically fine-tuning 

the final layers of AlexNet to adapt the model to 

the specific task of detecting driver drowsiness. 

The second approach involved using AlexNet to 

extract features by fine-tuning the upper layers of 

the network. These features were then reduced 

using Non-Negative Matrix Factorization (NMF) 

and classified using a Support Vector Machine 

(SVM) classifier. Results on the NTHU dataset 

show 95.7% accuracy for AlexNet and 99.65% for 

SVM. 

In another study, Yogesh et al. [38] introduced a 

module for detecting driver fatigue to mitigate 

accidents caused by drowsy drivers. They utilized 

the Dlib algorithm, facial landmarks, and 

coordinates, such as the Facial Feature Triangle 

(FFT), representing a geometric feature area. They 

created a Facial Feature Vector (FFV) containing 

all the data related to the region and center of each 

FFT. They used FFV as a criterion for detecting 

driver fatigue or alertness. Finally, a sliding 

window was created to calculate facial data 

entropy, including the Eye Aspect Ratio (EAR) and 

Mouth Aspect Ratio (MAR), over sequential 

frames displaying the facial layout. These FFVs are 

then summed to provide facial information needed 

for final detection in the model. Results on their 

private dataset show 94.66% accuracy for the 

MAR-based model and 95.99% for the EAR-based 

model. However, this model cannot detect 

drowsiness from both eye and mouth features 

simultaneously. 

 

2.2. Eye Feature Extraction 

The prominent features utilized in this category for 

accurately detecting driver drowsiness are mouth 

features. In this context, Flores-Monroy et al. [3] 

proposed a real-time driver drowsiness detection 

system in which the driver's facial region is 

extracted and fed into a specially designed Shallow 

Convolutional Neural Network (SS-CNN). For 
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face detection, they employed the Viola-Jones face 

detector, extracting Haar-like features from a 

unified image and applying a cascading Adaboost 

classifier to quickly eliminate non-face objects. 

Subsequently, the SS-CNN was employed for 

detecting driver drowsiness. When the system 

detects driver drowsiness, it activates an alert 

sound. The proposed system's performance was 

evaluated using the NTHU dataset, achieving a 

recognition accuracy of 98.95%. However, it's 

worth noting that this model does not utilize mouth 

features. 

Jahan et al. [35] proposed a deep neural network-

based approach, namely the Deep Driver 

Drowsiness Detector (4D), to detect driver 

drowsiness. The 4D model is designed to detect 

sleepiness based on eye position. They used the 

Dlib face detection algorithm to detect face and eye 

keypoints to calculate the Eye Aspect Ratio (EAR). 

Results on the MRL Eye dataset, comprising 

images of open and closed eyes under different 

lighting conditions and environmental factors, 

showed an accuracy of 97.53% in predicting eye 

position. However, it's important to consider that 

the Dlib algorithm may be sensitive to variations in 

lighting conditions. 

 

2.3. Face Feature Extraction 

This category primarily employs facial features for 

the accurate detection of driver drowsiness. In this 

context, Bai et al. [39] proposed a Two-Stream 

Spatiotemporal Graph Convolutional Network 

(2S-STGCN) for detecting driver drowsiness. 

Their approach uses video as the processing unit 

instead of individual video frames. This method 

employs a two-stream network for modeling both 

spatial and temporal features, simultaneously 

handling first-order and second-order information. 

Evaluation results on the NTHU and YawDD 

datasets show recognition accuracy of 92.7% and 

93.4%, respectively [30,31]. However, the model 

complexity of this method is high. Bekhouche et al. 

[42] developed a computer vision-based 

framework for detecting driver drowsiness using 

the input video. This framework consists of three 

main stages: Face Detection, Feature Extraction, 

and Classification. In the first stage, the driver's 

facial region is identified within a sliding time 

window using a pre-trained YOLO model. 

Bounding boxes and class predictions are obtained 

after evaluating the input image. Deep features 

from each detected face are extracted in the second 

stage, using a pre-trained ResNet-50 model trained 

on the VGGFace2 dataset. Statistical operators are 

used to compute a sequence of feature vectors. 

Finally, the obtained feature vectors are fed into an 

SVM classifier to determine the presence or 

absence of driver drowsiness. The model achieved 

a recognition accuracy of 86.74%.  

Aytekin and Mençik [43] proposed a CNN-based 

model for driver drowsiness detection using the 

position of eyelids. In this way, the pre-trained 

VGG16 model is used for feature extraction. 

Results on the YawDD dataset, including images 

of drivers of different genders and ages obtained 

using in-car cameras during driving, show a 

recognition accuracy of 91%. However, the model 

complexity can be decreased. Jia et al. [44] 

designed a system, namely Facial Feature 

Detection (FFD-System), as well as an algorithm, 

entitled Facial Multi-Factor Fusion Algorithm 

(MF-Algorithm), for detecting driver facial 

features and assessing driver fatigue status, 

respectively. In the FFD-System, they designed 

three networks: M1-FDNet, M2-PENet, and M3-

SJNet for detecting the driver's face, estimating 

head position, and recognizing the status of the 

eyes and mouth, respectively. Three datasets, 

WIDER FACE, BIWI, and a self-built dataset, are 

used to train the M1-FDNet, M2-PENet, and M3-

SJNet models, respectively. The MF-Algorithm 

uses the output from the FFD-System to calculate 

some parameters, such as eye blink duration, blink 

frequency, eye closure rate, mouth opening 

frequency, and head asynchrony time. These 

parameters are combined to provide a 

comprehensive recognition of the driver's fatigue 

status, obtaining a recognition accuracy of 97.8%. 

While this model benefits from simultaneously 

using the eyes, mouth, and head features, the model 

complexity is high due to using three different 

networks for each part of the model. Krishna et al. 

[45] proposed a framework for driver drowsiness 

detection using the YOLOv5 and ViT (Vision 

Transformer) models. After extracting the frames 

from the input videos, each frame serves as input to 

the framework for final drowsiness detection. They 

used two video datasets, The University of Texas 

at Arlington Real-Life Drowsiness Detection 

Dataset (UTARLDD) [46] for training their model 

and a custom-collected dataset for testing the 

model, obtaining detection accuracies of 97.4% 

and 95.5%, respectively. However, the proposed 

model needs a large amount of annotated data for 

training in different scene conditions. 

Aiming for performance enhancement, we propose 

an accurate model using recent advancements in 

deep learning models, especially Transformer 

models, for real-time driver drowsiness detection. 

Using the keypoints of the face, the proposed 

model outperforms state-of-the-art models in the 
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field. Details of the proposed model are explained 

in the following section. 

 

3. Proposed Method 

Here, we present the details of the proposed model. 

Since most previous works have primarily relied on 

image features, we introduce a novel model that 

has significantly improved accuracy in detecting 

driver drowsiness. Previous works have utilized the 

Vision Transformer (ViT) for drowsiness detection 

by converting the input image into smaller patches 

and feeding them into the network [3]. In this work, 

we employ the standard Transformer network for 

driver drowsiness detection using facial keypoints. 

In the standard Transformer, mainly employed in 

Natural Language Processing (NLP) tasks, the 

network comprises two parts: an Encoder and a 

Decoder. However, in our case, we exclusively 

utilize the Encoder part. Unlike traditional 

recurrent models (e.g., LSTMs or GRUs), 

Transformers are specifically designed to model 

long-range temporal dependencies using self-

attention mechanisms, which allow the network to 

weigh the importance of each time step in the input 

sequence relative to others. This is particularly 

advantageous in the context of driver drowsiness 

detection, where subtle behavioral patterns—such 

as delayed blinks, prolonged eye closure, or 

gradual yawning—unfold over several frames and 

require global temporal context to be accurately 

identified. Moreover, the parallel processing 

capability of Transformers offers improved 

efficiency over sequential models, enabling real-

time performance, which is critical for in-vehicle 

deployment. The self-attention mechanism also 

makes the model more robust to irrelevant or noisy 

frames, as it can selectively attend to frames 

containing key behavioral cues. These 

characteristics make Transformers especially well-

suited for modeling the temporal dynamics of 

facial keypoint sequences.  

An overview of the proposed model can be found 

in Figure 1. Details of the proposed model are 

explained below. 

 

3.1. Video Pre-processing 

In this method, as the network's input is a sequence, 

videos were pre-processed to create suitable inputs 

for the model. To achieve this, given the varying 

number of frames in each video, the average 

number of frames across all videos was used to 

determine the input size for the network. 

Additionally, the input videos were annotated with 

one of two possible labels: drowsy or non-drowsy. 

 

3.2. Facial Keypoint Extraction 

In a typical Transformer used in NLP, the input 

consists of sequential words. Since we are also 

using a standard Transformer, the input for this 

network is a sequence of facial keypoints. To 

prepare the input for the Transformer network, 52 

facial keypoints were extracted from shortened 

videos captured at a rate of 30 frames per second 

using the Mediapipe face mesh library. Mediapipe 

is a real-time, multi-person library for human pose 

estimation, hand tracking, face analysis, and more. 

It has the capability to detect body, hand, foot, and 

key facial points in images [47]. Mediapipe Face 

Mesh is a solution that estimates 468 3D facial 

landmarks in real-time, even on mobile devices. 

This algorithm employs machine learning to infer 

the 3D facial structure and requires only a camera, 

without the need for specialized depth sensors. 

Figure 2 shows the 468 facial keypoints (a) and the 

selected 52 facial keypoints (b) in the proposed 

model.  

 

 

Figure 1. An overview of the proposed model. 
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The obtained keypoints consist of 16 keypoints for 

the left eye, 16 keypoints for the right eye, and 20 

keypoints for the mouth. Aiming to decrease model 

complexity while maintaining the capability to 

work in a real-time environment, only 52 facial 

landmarks were used in the proposed model.    

 

3.3. Network Implementation 

In the implementation of the proposed model, 

facial keypoints (eyes and mouth) are first 

extracted from video frames and used as input to a 

Transformer network. The output vector obtained 

from the Transformer network is then fed into a 

Fully Connected (FC) layer with a Softmax 

activation function to recognize whether the driver 

is drowsy or not. 

4. Experiments and Results Evaluation 

In this section, the dataset, implementation details, 

ablation analysis, and results comparing the 

proposed model to state-of-the-art models are 

presented. 

 

4.1. Dataset 

The video dataset for driver drowsiness detection 

was obtained from the National Tsing Hua 

University (NTHU-DDD), encompassing various 

scenarios captured under both daytime and 

nighttime lighting conditions [41]. These scenarios 

include regular driving, yawning, slow blinking, 

deliberate smiling, chatting, and dizziness. The 

dataset includes male and female drivers from 

diverse ethnic backgrounds. Each frame in the 

videos is labeled as "fatigue" or "non-fatigue." The 

videos depict various activities related to "fatigue" 

and "non-fatigue." Figure 3 shows some examples 

from the NTHU dataset. Subsequently, an 

experiment was conducted using infrared (IR) 

lighting to obtain the IR videos available in the 

dataset. These videos were recorded at a resolution 

of 480x640 pixels, with a frame rate of 30 frames 

per second in mp4 format and without audio [48]. 

All videos in this dataset required initial 

preprocessing before serving as input for the 

network. Since each video contains various 

scenarios, including drowsy and normal, we 

separated the drowsy and normal frame segments 

within each video. The training dataset consists of 

1,860 videos, including 1,151 labeled as "drowsy" 

and 709 labeled as "alert." For validation, we used 

253 videos, including 149 "drowsy" and 104 "alert" 

labeled videos. As the number of frames in each 

video varies, we used the average number of 

frames across all videos as the input size for the 

network. Considering the mean value, we 

ultimately selected 224 frames as the input size for 

the model. Subsequently, all videos were down-

sampled and up-sampled to 224 frames. Yawning 

typically lasts between 2–5 seconds, while fatigue-

related blinks (e.g., micro-sleeps or slow eye 

closures) often range from 0.5 to 2 seconds. At a 

frame rate of 30 FPS, 224 frames represent 

approximately 7.5 seconds of video—sufficient to 

capture multiple occurrences and temporal 

dynamics of these drowsiness indicators. 
 

 
Figure 3. Some samples from the NTHU-DDD dataset. 

 

4.2. Implementation details 

The model was implemented in the Google Colab 

environment, equipped with a GPU and 

approximately 7GB of available RAM. The total 

training time for the model was approximately 150 

minutes, involving 150 epochs with early stopping. 

The input shape of the Transformer network in the 

proposed model is set to (224x104). The values of 

hyperparameters, including the learning rate, batch 

size, the number of heads in the Transformer 

network, and the number of layers in the 

Transformer network, were set to 0.0001, 16, 16, 

and 12, respectively. 

 

4.3. Results 

Here, we present various analyses performed on the 

proposed model. Different numbers of self-

attention heads and layers in the Transformer 

Figure 2. Face and keypoint detection on one frame: 

a) 468 points, b) Selected 52 points. 
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model were experimented with, as shown in Table 

1. Initially, we used 4 self-attention heads and 2 

Transformer layers. Subsequently, we increased 

the Transformer layers to 4, 6, and 8. We then 

adjusted the head numbers to 6, 8, 12, and 16. 

Initially, the batch size and learning rate were set to 

64 and 0.0001, respectively. After several runs, 

these parameters were updated based on the 

model's behavior. The highest performance was 

achieved with a learning rate of 0.0001 and a batch 

size of 32. Simultaneously, we adjusted the number 

of heads and Transformer layers, and the highest 

performance was obtained by setting these 

parameters to 16 and 12, respectively. 

Additionally, we conducted ablation experiments 

to evaluate the impact of using eye-only, mouth-

only, and combined eye–mouth features in Table 2. 

The results of Table 2 consistently showed that 

using both sets of features significantly improved 

the model’s performance. This improvement is 

intuitive, as drowsiness manifests through multiple 

facial cues—for instance, eye-related behaviors 

such as prolonged blinking or eye closure, and 

mouth-related actions such as yawning. These cues 

often occur together or sequentially, and relying on 

only one modality may overlook important 

indicators. The combined use enables the model to 

capture a more holistic temporal pattern of drowsy 

behavior. 

Upon reaching the highest accuracy, we selected 

these parameters as superior parameters. To ensure 

robustness and mitigate the effects of any potential 

bias in model initialization or data ordering, we 

conducted 10 independent runs of the experiment 

using the same training/validation split, but with 

different random seeds for model initialization and 

data shuffling. The results of the proposed model 

during different epochs are shown in Table 3 and 

Figure 4. While the accuracy obtained fluctuates 

between 99% and 100%, the best result is obtained 

in epoch 150 with a value of 99.74%. After 

averaging the results of 10 runs, the accuracy and 

loss are equal to 99.71 and 0.83, respectively. 

Moreover, the standard deviations (std) for both 

accuracy and loss have been included in this table. 
Finally, the model complexity, as well as the 

detection time of the model, is shown in Table 4. 

The number of parameters is an important factor in 

understanding the complexity and capacity of a 

neural network. Larger models with more 

parameters may have a greater capacity to learn 

intricate patterns in the data, but they also require 

more computational resources for training and 

inference. In the proposed model, using 52 facial 

keypoints, 12 Transformer layers, and 16 self-

attention heads, the total number of network 

parameters was 9,331,090, and the model 

complexity was 35.60 MB. We also calculated the 

complexity and the number of parameters for the 

proposed model using 468 facial keypoints and 

found that choosing 52 facial keypoints reduces the 

network complexity (the total number of network 

parameters for 468 facial keypoints was 

750,591,506, and the model complexity was 2.80 

GB). In addition, the confusion matrix of the 

proposed model has been shown in Table 5. This 

confusion matrix summarizes the classification 

performance of the proposed drowsiness detection 

model on the validation set of 253 videos. Out of 

149 videos labeled as drowsy, the model correctly 

identified 148 and misclassified 1 as alert. All 104 

alert videos were correctly classified. This results 

in a high overall accuracy of 99.71%, 

demonstrating the model’s strong ability to 

distinguish between drowsy and alert states, with 

minimal misclassification. 

Finally, the proposed model is evaluated against 

state-of-the-art methods on the NTHU dataset. As 

shown in Table 6, the proposed model outperforms 

all comparative models in terms of accuracy 

Furthermore, the table also presents model 

complexity, confirming the suitability of the 

proposed approach for real-time drowsiness 

detection. 

 

4.4. Discussion 

This section discusses the strengths and limitations 

of the proposed model. The proposed model 

utilizes facial keypoints, specifically from the eyes 

and mouth, for accurate driver drowsiness 

detection. The model's reliance on these key 

features contributes to its success, as demonstrated 

by its superior performance compared to state-of-

the-art models. 

Additionally, the model's efficient use of 52 facial 

landmarks reduces complexity while maintaining 

high accuracy, making it suitable for real-time 

applications. However, it's essential to 

acknowledge certain limitations. The dataset used 

for training and evaluation might not capture the 

full spectrum of real-world scenarios, potentially 

limiting the model's generalization to diverse 

driving conditions. Moreover, the proposed model 

focuses on facial keypoints, neglecting other 

potential indicators of drowsiness, such as head 

position or external environmental factors. 

Expanding the model's capabilities to encompass a 

broader range of features could enhance its 

robustness. Despite these limitations, the proposed 

model represents a significant advancement in 

driver drowsiness detection, showcasing the 

potential of leveraging facial keypoints for accurate 
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and real-time monitoring. Further research and 

refinement could address the discussed limitations 

and contribute to the continuous improvement of 

such models. 

 

5. Conclusion 

In this study, a deep learning-based model was 

introduced to enhance the accuracy of driver 

drowsiness detection. The Mediapipe algorithm 

was employed to extract keypoints of the eyes and 

mouth due to its high accuracy and robustness, 

capable of extracting 468 points from the face. To 

capture essential drowsiness-related features in 

images, positional encoding of facial keypoints 

was utilized. Through analyzing the positions of 

the eyes and mouth keypoints, the proposed model 

demonstrated effectiveness in detecting driver 

drowsiness or alertness. With the utilization of only 

52 facial keypoints, additional information in the 

images is unnecessary and can be masked. Overall, 

considering the achieved results and comparing 

them with other methods, this approach 

significantly improved the accuracy of drowsy 

driver detection.  

. 

 

Table 1. Accuracy and loss for executing the model with different parameters. 

Test Accuracy Test Loss Learning Rate 

Batch 

size 

Transformer Layers Heads 

99.41 % 1.48 

0.0001 

16 

10 

 

98.23 % 4.67 32 

99.95 % 0.25 16 12 

99.25 % 2.22 16 

14 

98.6 % 3.47 32 

97.74 % 5.03 

64 

2 

20 

98.33 % 3.98 4 

97.15 % 7.22 6 

93.71 % 14.9 8 

98.92 % 3.8 16 

4 22 

99.25 % 2.26 32 

 

Table 2. Results of the ablation study on two types of features in the proposed model. 

Model Accuracy Loss 

Only Eyes features 91.15 1.84 

Only Mouth features 88.16 2.12 

Both Eyes and Mouth features 99.95 0.25 

 

Table 3. Accuracy and error of the network over 10 runs with consistent parameters. 

Run # 1 2 3 4 5 6 7 8 9 10 mean std 

Accuracy 99.95 99.73 99.73 99.62 99.95 99.57 99.89 99.78 99.46 99.46 99.71 0.17 

Loss 0.25 0.77 0.77 1.09 0.25 1.19 0.55 0.50 1.48 1.46 0.83 0.43 
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Table 4. The model complexity and detection time of the proposed model. 

Proposed model 

Model complexity 

Detection time 

CPU GPU 

35.60 MB 0.550s 0.135s 

 

Table 5. Confusion matrix of the proposed model. 

 Predicted Drowsy Predicted Alert Total 

Actual Drowsy (149) 148 (TP) 1 (FN) 149 

Actual Alert (104) 0 (FP) 104 (TN) 104 

Total 148 105 253 

 

Table 6. Comparison of the proposed method with the state-of-the-art models on NTHU dataset. 

Ref. Model Feature Accuracy Real-time Model complexity 

[43] SS-CNN Eyes 98.95 Yes - 

[46] 2sSTGCN Eyes and Mouth 92.7 No 1.6⨯109(FLOPs) 

[32] AlexNet Mouth 95.7 No - 

 [32] AlexNet+SVM Mouth 99.65 No - 

[40] ResNet-50 Eyes 86.74 No - 

Proposed  Transformer Eyes and Mouth 99.71 Yes 35.60 MB 

The outcomes of this research not only contribute 

to the early detection of driver drowsiness but also 

have potential applications in traffic or security 

cameras, security guard rooms, and healthcare 

settings for professional guidance and monitoring. 

As part of future work, considering neck angle and 

head dropping time as behavioral features could 

further enhance detection accuracy, particularly in 

scenarios where the driver is wearing a mask and 

glasses. 
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 راننده با استفاده از مدل ترنسفورمر یآلودگبلادرنگ خواب ییبهبود دقت شناسا

 

 کورش کیانی و *راضیه راستگو، حوا عسکری

 .دانشکده برق و کامپیوتر، دانشگاه سمنان، سمنان، ایران

 40/40/0400 پذیرش؛ 44/40/0400 بازنگری؛ 40/40/0400 ارسال

 یو خستگ یخواب ناکاف ،یطولان یاز ساعات کار یکه اغلب ناش رودیشمار مرانندگان به یمهم برا یهااز چالش یکی یاریکاهش هوش چکیده:

 ن،یدر سراسر جهان دارد. بنابرا یادر بروز تصادفات جاده یتوجهو نقش قابل کندیرا مختل م یریگمیزمان واکنش و تصم تیوضع نیاست. ا افتهیتجمع

 با ت.اس یضرور یکیاز تصادفات تراف یناش ریومونقل و کاهش خطر مرگحمل یمنیا یارتقا یراننده برا یآلودگموقع خواباعتماد و بهقابل ییساشنا

ها در لمد نیحال، عملکرد ا نی. با ااندافتهیراننده با دقت بالا توسعه  یآلودگخواب ییشناسا یبرا یمتعدد یهامدل ق،یعم یریادگی عیسر شرفتیپ

 یچهره راننده. برا یرو ایپو یهاهیصورت و سا یانسدادها ن،ینور داخل کاب راتییدر مواجهه با تغ ژهیوبه ابد؛یممکن است کاهش  یواقع یطیمح طیشرا

 یچهره و معمار یرفتار یهایژگیکه از و دهدیراننده ارائه م یآلودگخواب ییشناسا یمقاوم و بلادرنگ برا یمقاله مدل نیا ها،تیمحدود نیغلبه بر ا

چهره استفاده  یدیجامع از نقاط کل یااستخراج مجموعه یبرا MediaPipeمدل، از چارچوب  نیا در .بردیبر ترنسفورمر بهره م یمبتن یشبکه عصب

 یشده و به عنوان ورود یرمزگذار یژگیو یبه بردارها یدینقاط کل نی. اکندیرا ثبت م یآلودگصورت مرتبط با خواب فیکه حرکات و حالات ظر شودیم

 یآلودگابخو صیتشخ تاستیبا استفاده از د یشنهادیچهره فراهم گردد. مدل پ یهاییایمؤثر از پو یزمان یسازلتا مد شوندیبه شبکه ترنسفورمر داده م

 لیدهنده پتانساست که نشان افتهی دست ٪۹۹٫04برابر با  یمدل به دقت نی. اگرددیم یابی( آموزش داده شده و ارزNTHU) هوانگیتس راننده دانشگاه

 .باشدیداخل خودرو م یواقع یهااستفاده در سامانه یراآن ب یبالا

 .بلادرنگ پ،یاپایچهره، مد یدیراننده، نقاط کل یآلودگخواب ییشبکه ترنسفورمر، شناسا :کلمات کلیدی

 


