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 Human Activity Recognition (HAR) using computer vision is an 

expanding field with diverse applications, including healthcare, 

transportation, and human-computer interaction. While classical 

approaches such as Support Vector Machines (SVM), Histogram of 

Oriented Gradients (HOG), and Hidden Markov Models (HMM) rely 

on manually extracted features and struggle with complex motion 

patterns, deep learning-based models (e.g., Convolutional Neural 

Networks (CNN), Long Short-Term Memory (LSTM), Transformer-

based models) have improved performance but still face challenges in 

handling occlusions, noisy environments, and computational 

efficiency. This paper introduces Attention-HAR, a novel deep neural 

network model designed to enhance HAR performance through three 

key innovations: Conv3DTranspose for spatial upsampling, 

ConvLSTM2D for capturing spatiotemporal patterns, and a custom 

attention mechanism that prioritizes critical frames within sequences. 

Unlike conventional attention mechanisms, our approach 

dynamically assigns weights to key frames, reducing the impact of 

redundant frames and enhancing interpretability and computational 

efficiency. Experimental results on the UCF-101 dataset demonstrate 

that Attention-HAR outperforms state-of-the-art models, achieving 

an accuracy of 97.61%, a precision of 97.95%, a recall of 97.49%, an 

F1-score of 97.64, and an AUC of 99.9%. With only 1.26 million 

parameters, the model is computationally efficient and well-suited for 

deployment on lightweight platforms. These findings suggest that 

integrating temporal-spatial feature learning with attention 

mechanisms can significantly improve HAR in dynamic and complex 

environments. 
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1. Introduction 

Humans perform a diverse range of activities that 

can broadly be categorized into three groups: (a) 

movements involving only the human body, (b) 

interactions with objects, and (c) interactions 

between individuals (Figure 1) [1] 

The primary goal of Human Activity Recognition 

(HAR) is to automatically identify human activities 

from video or sensor data [2]. Recent 

advancements in deep neural networks (DNNs) 

have significantly improved HAR accuracy; 

however, recognizing complex and nuanced 

actions remains an active area of research [3]. HAR 

applications encompass healthcare (e.g., elderly 

care, patient monitoring), anomaly detection (e.g., 

suspicious activity detection), smart homes, 

personal assistants, entertainment, and autonomous 

vehicles [4, 5]. HAR methods can be categorized 

into contact-based and vision-based approaches 

[6]. Contact-based systems require users to make 

physical contact to interact with commands, 
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machines, or devices [7]. Contact-based HAR 

methods rely on sensor data from accelerometers, 

wearable sensors, or body-mounted devices [8]. 

While effective, these systems are less common 

today due to their cost, complexity, and reliance on 

specialized equipment. Conversely, non-contact or 

vision-based HAR methods utilize video or image  

Figure 1. Human action types: (a) Human only action, (b) 

human interaction with objects, and (c) human-to-human 

interaction [1]. 

data captured by cameras, offering a non-intrusive 

alternative. Despite privacy concerns, vision-based 

approaches are widely adopted for their 

accessibility and ease of deployment [6], [9] 

Vision-based HAR techniques can be broadly 

classified into two major categories: 

1. Classical Methods: Traditional handcrafted 

feature-based approaches such as Global Image 

Structure (GIST), Scale-Invariant Feature 

Transform (SIFT), and Histograms of Oriented 

Gradients (HOG) [10] have been widely used in 

earlier HAR research. These methods relied on 

manually extracted features and the application of 

statistical models like Hidden Markov Models 

(HMMs), Support Vector Machines (SVMs), and 

k-Nearest Neighbor (k-NN) for classification. 

Although computationally efficient, these models 

struggled with complex spatiotemporal patterns 

and were limited by their dependency on 

handcrafted features. As environments became 

more dynamic and noisier, these traditional 

methods began to fail in handling occlusions, 

lighting variations, and subtle motion patterns.  

2. Deep Learning Methods: Recent advancements 

in deep learning-based methods have significantly 

improved HAR by eliminating the reliance on 

manual feature extraction. Models like 

Convolutional Neural Networks (CNNs), Multi-

Stream Networks, and Hybrid Architectures are 

designed to automatically extract hierarchical 

spatiotemporal features from raw video data [11]. 

These models have shown remarkable success in 

capturing high-level representations of motion 

patterns, making them more robust to dynamic 

environments, occlusions, and noisy data. 

However, despite their superior performance, 

many deep learning models still face challenges in 

capturing long-range temporal dependencies. 

Traditional CNN-based architectures often fail to 

model these long-range dependencies effectively 

and treat all frames equally, making them 

inefficient in dynamic scenes where subtle motion 

patterns are crucial. Furthermore, while 

Transformer-based models offer improved 

performance in some contexts, they are 

computationally expensive and impractical for 

real-time applications, particularly in edge devices. 

Despite significant advancements, existing HAR 

methods still face major challenges, including: 

Noisy Environments & Occlusions: Many HAR 

models struggle to differentiate critical frames 

from irrelevant ones, making them prone to 

misclassification in dynamic settings. 

Limited Spatiotemporal Modeling: Traditional 

CNN-based architectures fail to capture long-range 

dependencies, as they treat all frames equally. 

Computational Complexity: Transformer-based 

HAR models achieve high accuracy but require 

large-scale datasets and substantial computational 

resources, making them impractical for real-time 

and edge-based applications. 

To overcome these limitations, we propose 

Attention-HAR, an advanced deep learning model 

that integrates an attention mechanism within a 

Conv3DTranspose and ConvLSTM2D 

architecture. Our key contributions are: 

Conv3DTranspose for Spatial Upsampling: 

Improves spatial feature extraction while reducing 

information loss. 

ConvLSTM2D for Temporal Learning: 

Captures sequential dependencies in video frames 

more effectively than standard CNNs. 

Custom Attention Mechanism: Dynamically 

assigns higher importance to key frames, reducing 

noise and improving classification accuracy. 

Unlike Transformer-based architectures, which 

require significant computational resources, our 

model achieves a balance between accuracy and 

efficiency. Attention-HAR reaches 97.61% 

accuracy on UCF-101 with only 1.26M parameters, 

making it suitable for deployment on lightweight 

platforms. 

The rest of this paper is structured as follows: 

Section 2 reviews related works, emphasizing 

existing limitations. Section 3 details the proposed 

Attention-HAR model. Section 4 discusses the 

experimental results, and Section 5 concludes with 

future research directions. 
 

2. Related Works 

2.1. Classical Approaches 

Classical approaches HAR rely heavily on 

handcrafted features and traditional machine 

learning models. These methods typically involve 

two stages: preprocessing and feature extraction. 
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For example, Reddy et al. [12] used the Difference 

of Wavelet (DoW) and Difference of Gaussian 

(DoG) filters for spectral and scale-invariant 

feature extraction, followed by Nearest Neighbor 

(NN) classification. While effective for datasets 

like Weizmann and UCF-11, these approaches fail 

to capture the spatiotemporal complexity of video 

data, leading to subpar performance compared to 

deep learning models. Classical methods fail to 

handle spatiotemporal features effectively. Deep 

learning addresses this limitation by enabling 

automatic feature extraction. 
 

2.2. Deep Neural Networks for HAR 

2.2.1. Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) have 

become a foundational component in HAR due to 

their ability to extract spatial features from video 

frames. Kumar et al. [13] combined a Gaussian 

Mixture Model (GMM) and Kalman filters to track 

human motion characteristics, followed by CNNs 

for feature extraction. Their approach achieved 

90.31% accuracy on the UCF-101 dataset but 

lacked the temporal modeling capabilities essential 

for complex action sequences. However, while 

lightweight and efficient, CNN-based architectures 

lack the temporal modeling needed for advanced 

activity recognition. 
 

2.2.2. Hybrid Model :CNN-LSTM 

Architectures 

Hybrid architectures that combine CNNs and 

Recurrent Neural Networks (RNNs), such as 

LSTMs, address the limitations of purely spatial 

models by incorporating temporal features. 

Vrskova et al. [14] proposed a 3D CNN + 

ConvLSTM framework to enhance activity 

recognition across datasets like UCF50mini, 

MOD20, and LoDVP, achieving accuracies of 

87.78%, 78.21%, and 93.41%, respectively. 

However, the model struggled with noise, 

parameter optimization, and missing data, 

highlighting the need for more robust frameworks. 

Sahoo et al. [15] developed a deep two-way LSTM 

(DBiLSTM) network to learn patterns in sequential 

image frames. Using the pre-trained network and 

data augmentation, they effectively prevented 

overfitting by virtually increasing the size of the 

training set. Feature extraction from images is 

performed with a pre-trained Convolutional Neural 

Network (CNN). The memory performance 

achieved accuracies of 97.67%, 95.00%, 73.13%, 

92.97%, and 69.74% on the KTH, UCF Sports, 

JHMDB, UCF101, and HMDB51 datasets, 

respectively, as reported by Sahoo et al. [15]. 

Kumar Gour and Rai [16] used long-term recurrent 

convolutional networks (LRCN) and convolutional 

short-term memory (ConvLSTM) to extract human 

activity features and achieved good results on the 

UCF 50 data set compared to the UCF 101. LRCN 

had unreliable results on the UCF 101 dataset. 
 

2.2.3. Skeleton-Based and Graph-Based 

Approaches 

Skeleton-based methods utilize 2D or 3D joint data 

to recognize activities: Li et al. [17] introduced 

Pose Refinement Graph Convolutional Networks 

to analyze skeletal data, achieving competitive 

results for robotic applications. Deyzel and Theart 

[18] proposed a graph-based approach for one-shot 

skeleton motion detection, demonstrating an 

accuracy of 87.4% on NTU RGB+D 120. Chen et 

al. [19] also used GCN to identify skeleton data, 

but these methods are suitable for pose data. While 

efficient for specific scenarios, skeleton-based 

methods rely heavily on accurate pose detection, 

which can fail under occlusion or noisy conditions. 
 

2.2.4. Transfer Learning Models 

Akarsu and Karacali [20] utilized pre-trained 

models Resnet18, VGG19, and Alexnet for feature 

extraction followed by an LSTM for classification. 

The Resnet18 architecture with 71 layers 

outperformed the other networks because of its 

many convolutional layers that capture high-level 

features. Recent research utilizes deep neural 

networks for action classification and recognition 

following feature extraction. Alomar and Cai [21] 

explored transfer learning for HAR using a 

pretrained TransNet, a 2D CNN model. While 

achieving learning speed and classification 

accuracy, they found that models with fewer layers 

and parameters perform best. 
 

2.2.5. Attention-Based Models 

Attention mechanisms have gained prominence in 

HAR for their ability to prioritize key frames 

within a sequence. Chen et al. [22] proposed 

Spurious-3D Residual Attention Networks (S3D 

RANs), leveraging residual attention modules to 

enhance spatiotemporal feature extraction. 

Although their model achieved 93.30% accuracy 

on UCF-101, its reliance on computationally 

expensive 3D convolutions limits scalability for 

real-time applications. Attention-HAR addresses 

this limitation with a lightweight design, 

combining Conv3DTranspose and attention 

mechanisms to reduce overhead. Despite their 

promise, attention-based models face limitations: 

Many implementations rely on dense 

computational resources, reducing their 

applicability to lightweight systems.  
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Existing models often treat attention mechanisms 

as black boxes, offering limited interpretability. 

Recently, Wei & Wang [23] proposed TCN-

Attention-HAR, which integrates Temporal 

Convolutional Networks (TCN) with an attention 

mechanism to enhance the extraction of time-

dependent features in HAR tasks. Unlike 

conventional CNN-LSTM models, TCN has a 

flexible receptive field, allowing it to capture long-

range temporal dependencies more effectively. The 

attention mechanism further enhances the model’s 

performance by assigning higher weights to critical 

frames, thereby reducing noise and improving 

classification accuracy. Their experimental results 

on WISDM, PAMAP2, and USC-HAD datasets 

demonstrated 1.13%–1.83% improvements in 

accuracy compared to existing state-of-the-art 

HAR models.   

Given the success of TCN-Attention-HAR in 

modeling spatial-temporal dependencies while 

maintaining lightweight architecture, this work 

motivates our approach to designing a more 

efficient HAR model with a custom attention 

mechanism. Unlike TCN, which primarily focuses 

on sequential data processing, our proposed 

Attention-HAR leverages Conv3DTranspose and 

ConvLSTM2D layers to further enhance spatial 

feature extraction while maintaining low 

computational overhead. 
 

2.2.6. Transformer-Based Approaches 

Originally designed for natural language 

processing, transformers have demonstrated 

significant potential in HAR. Wensel et al. [24] 

developed ViTReT, a Vision Transformer 

integrated with recurrent layers. Although ViT-

ReT achieved 94.70% accuracy on UCF-101, its 

dependence on large-scale datasets and high 

computational costs limits its practicality for edge-

device deployment. In contrast, Attention-HAR 

overcomes these challenges with lightweight 

attention mechanisms, delivering superior 

performance using only 1.26M  

trainable parameters. In another study, Dass et al. 

[31] proposed a hybrid model integrating 

Transformer and ResNet architectures. This model 

leveraged temporal relationships and spatial 

feature extraction to achieve superior performance. 

However, its high computational and memory  

demands significantly limit scalability, especially 

for long video sequences. Moreover, optimal 

performance requires meticulous hyperparameter 

tuning, and the model struggles with noisy or 

insufficiently diverse unlabeled data. These 

challenges render it less suitable for real-time 

applications and resource-limited environments. 

Shi and Liu [32] combined CNNs and 

Transformers to extract robust spatiotemporal 

features for HAR. By utilizing advanced pose 

estimation (MoveNet) and pre-trained 

convolutional features, they achieved accuracies of 

83.41% and 87.50% on the UCF 50 and UCF 101 

datasets, respectively. Despite its strong 

performance, this architecture remains 

computationally expensive due to the combined 

Table 1. Comparison of some recent methods of human activity recognition. 

Paper Method Strengths Limitations 

Malik et al. [25] CNN + LSTM 

Using the skeleton-based attention 

mechanism to improve the accuracy of 

identifying human activities in 
occlusion conditions 

It has less performance against 

noise and environmental changes 

and requires sufficient and 
accurate data for correct 

identification 

Xing et al. [26] 
Semi-supervised Video 

Transformer 

Using semi supervised learning for 

action recognition to reduce reliance on 

labeled data and increase temporal 
stability 

Trouble with complex occlusions 

and highly dynamic scenes and 

check model performance on 
datasets outside of Kinetics-400 

Mao et al. [27] attention mechanism + DNN 

Reducing computational complexity 

and improving accuracy through 
focused feature extraction 

Limited performance and 
scalability of the model to 

specific data sets and 

generalizability 

Hassan et al. [28] Deep BiLSTM 

Increasing the accuracy of activity 

identification using bipartite LSTM and 

feature extraction with transfer learning 
and reducing the need for labeled data 

Performance hinges on high-

quality data, a substantial number 

of features, and might be lower 

in non-standard or noisy 

conditions. 

Genc et al. [29] CNN (+3) + LSTM 

Increasing the accuracy by using the 

optimized CNN-LSTM model and 
increasing the processing speed by 

reducing the computational complexity 

It may require more settings and 

show lower performance in 
complex data or with many 

changes in the environment 

Uddin et al. [30] CNN + ConvLSTM + LRCN 
Extraction of spatial and temporal 
features for medical and monitoring 

applications 

Reducing the accuracy of the 

model in more complex activities 

and the need to improve the 
management of data diversity 
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use of CNNs and Transformers. Additionally, it 

struggles to distinguish visually similar actions 

(e.g., Jump Rope vs. Soccer Juggling) and lacks 

generalizability, having been tested only on 

specific datasets. While Transformer-based models 

have demonstrated promise, their computational 

demands often hinder real-time applications.  

Attention-HAR addresses this gap by integrating 

attention mechanisms with light weight     

components, offering a scalable and efficient 

solution for HAR. 
 

2.3. Challenges in Existing Models 

Despite advancements, many HAR models face 

critical limitations. For instance, Ullah Khan et al. 

[33] combined CNNs and LSTMs for Kinect V2 

data, achieving an accuracy of 90.89%. However, 

their model struggled with group activity 

recognition, highlighting a common challenge in 

scaling HAR systems to scenarios with multiple 

participants. Despite significant progress, current 

HAR models face the following challenges: Lack 

of Focus on Critical Frames: Existing ConvLSTM 

and CNN-based models treat all frames equally, 

leading to suboptimal feature extraction; 

Generalization to Noisy Environments: Many 

models struggle with noisy or crowded scenes; 

Computational Efficiency: High-performing 

models, such as transformers, are often 

computationally intensive, limiting their 

applicability in real-time systems. Table 1 shows 

the strengths and limitations of some human 

activity recognition methods. 

By integrating Conv3DTranspose, ConvLSTM2D, 

and a custom attention mechanism, Attention-HAR 

addresses gaps in prior methods, including 

computational inefficiencies, sensitivity to noise, 

and challenges in prioritizing critical temporal 

features. These innovations allow the model to 

surpass current state-of-the-art methods on UCF-

101 while preserving computational efficiency. 
 

3. Proposed Method 

This section provides the details of the model 

structure. 
 

3.1. Overview 

This study presents Attention-HAR, an innovative 

deep neural network (DNN) architecture developed 

for HAR. Attention-HAR integrates three core 

components: Conv3DTranspose for enhanced 

spatial upsampling, ConvLSTM2D for capturing 

temporal dependencies, and A custom attention 

mechanism for identifying and prioritizing critical 

frames in video sequences. These elements work 

synergistically to address challenges in HAR, such 

as noisy environments, occlusions, and subtle 

action variations, resulting in improved 

spatiotemporal feature extraction and classification 

accuracy. 
 

3.2. Preprocessing 

Preprocessing is a crucial step to ensure 

consistency and quality of input data. The 

following operations are performed: Frame 

Extraction: Video sequences are converted into 

individual frames for further processing; Resizing: 

All frames are resized to 120 × 120 pixels to ensure 

uniform input dimensions; Normalization: Pixel 

intensities are scaled to a standard range, 

improving convergence during model training; 

Sequence Alignment: Frames are truncated or 

zero-padded to achieve fixed sequence lengths, 

ensuring compatibility with batch processing. 
 

3.3. Model Architecture 

The architecture of Attention-HAR, illustrated in 

Figure 2, consists of three main modules: 
 

3.3.1. Conv3DTranspose for Spatial 

Upsampling 

We employ 3D Convolutional Neural Networks 

(3D CNNs) [10,14], but in the transposed mode to 

extract salient features from activity frames that 

lead to reduced detection loss. The 

Conv3DTranspose layer expands the inputs’ size, 

height, and width [34]. The transposed 

convolutions, called deconvolution, use a 

transformation in the opposite direction of a normal 

convolution. This means that the output is obtained 

from the convolution of the input shape by 

maintaining a deviation and this convolution is a 

connectivity pattern [35]. Our Conv3D Transpose 

layer up-samples the input without losing the 

original pattern with the same-padding kernel 

transform with 32 filters and kernel size (3x3x3). 

Increasing the number of Conv3D Transpose layers 

and filters can improve salient feature detection. 

This layer mitigates information loss during 

convolution operations. 

In this model, we use the Leaky ReLU activation 

function. Leaky ReLU is a variant of the ReLU 

activation layer that assigns non-zero outputs for 

negative inputs using the function

   ,f x max x x , where α is the parameter 

defined in the range (0, 1). Leaky ReLU activation 

function helps the model learn complex patterns by 

allowing a small gradient when inputs are negative 

[36]. In the next layer, we use MaxPooling3D to 

select prominent features. 
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Figure 2. Proposed Model Architecture. 

.

3.3.2. ConvLSTM2D for Temporal Feature 

Extraction 

In the next model layer, we use ConvLSTM2D [37] 

to extract the sequence of features and reduce the 

parameters. The ConvLSTM neural network [38] 

combines a long short-term memory network 

(LSTM) with a convolutional neural network 

(CNN). ConvLSTM uses the memory capability of 

the LSTM network to perform convolution 

operations on transitions between states and inputs. 

A ConvLSTM can record the display states of 

objects and their slow and fast movements using 

transitions. This layer is particularly effective for 

video data as it preserves spatial hierarchies [38]. 

The ConvLSTM2D layers effectively capture 

spatiotemporal dependencies, thereby improving 

recognition accuracy. This is particularly useful for 

detecting subtle temporal patterns, such as hand 

gestures or object interactions. 

The ConvLSTM key equations are derived from 

the LSTM equations of the convolution pair, as 

follows: 

(1) 1 1( * * )xi hi t ci t it
i W Xt W H W C b      

(2) 1 1( * * )t xf t hf t cf t ff W X W H W C b       

(3) 1 1tanh( * * )t t t t xc t hc t cC f C i W X W H b      

(4) 1( * * )t xo t ho t co t oO W X W H W C b      

(5) tanh( )t t tH O C  

The operator ‘* ’ represents standard convolution, 

while ‘ ’ denotes the Hadamard (element-wise) 

product. The kernels are represented by W . Cell 

inputs are denoted as tX , cell states as tC , hidden 

states as 
tH , and gates as it, tf , tO . The sigmoid 

function is represented by   [14, 39]. In the 

proposed Attention-HAR model, we apply 

MaxPooling3D to the output data of 

ConvLSTM2D to sample the changes in the 

position of the features in the input image. Batch 

Normalization follows this layer to stabilize 

learning by normalizing outputs. We also added a 

Time-Distributed layer with a Dropout rate of 0.2 

that can receive multiple frames like an overlay 

layer. 

Finally, the multidimensional input is transformed 

into a one-dimensional format by the convolutional 

component of the Time Distributed Flatten layer, 

commonly employed to transition from the 

convolutional layer to the fully connected layer. 

Once each frame is flattened using the Time 

Distributed layer, a gated recurrent unit (GRU) 

layer further processes the sequence. We use the 

proposed single-layer GRU [40] model with 128 

internal units. GRU reduces the vanishing gradient 

problem and has the same input and output 

structure as RNN. Compared to RNN, a GRU with 

fewer components and state gates can hold critical 

information longer. Using the GRU layer in this 

part of the model leads to a greater focus on 

applying the sequence of features extracted from 

each activity to the network with fewer parameters, 

which increases the efficiency of Attention-HAR 

while preserving critical temporal information. The 

GRU transmits the output ty  and hidden state th  

to the following node by receiving the current input 

tX and hidden state 1th   from the previous node. 

The Hadamard product is represented by the 

operator “ ” [41]. 

(6) 
1(1 )t t th z h z h    

3.3.3. Custom Attention Mechanism 

To improve detection accuracy in the proposed 

model, we incorporate the attention mechanism 

[42, 43, 44]. This mechanism allows the model to 

dynamically assign higher importance to key 

frames within a sequence, improving 
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interpretability and classification performance. 

Unlike conventional models that treat all frames 

equally, the attention layer identifies and amplifies 

the most relevant temporal features, making the 

model more robust in activity recognition tasks. To 

use attention over the GRU output, we need the 

GRU to return the entire sequence, not just the last 

hidden state. This ensures that attention can be 

applied across all time steps. Incorporating an 

attention mechanism into the model after the GRU 

layer allows it to focus on the most relevant parts 

of the sequence. Here, we implement a simple 

attention layer using a custom Keras layer. Using 

the GRU’s output, this layer computes attention 

weights, applies them to generate a context vector, 

and forwards this vector to the fully connected 

layers. The model’s Attention Layer emphasizes 

significant frames within the sequence, improving 

classification accuracy. This is achieved by 

assigning weights to each timestep’s output from 

the GRU layer, highlighting significant frames. 

The operation of the attention mechanism [45] is as 

follows. The custom attention mechanism assigns 

weights to individual frames, improving 

interpretability by highlighting which frames 

contribute most to the model’s predictions. This 

provides clearer insights into the decision-making 

process, making Attention-HAR well-suited for 

applications that demand transparency. The key 

steps in the attention computation are: 

 1. Score Calculation: Each hidden th generated 

by the GRU layer is assigned a relevance score that 

indicates its importance in constructing the final 

context vector, which summarizes the entire input 

sequence for classification.  

2. Weight Normalization: A SoftMax function 

ensures that the scores sum to 1, producing 

attention weights.  

3. Context Vector Computation: The final 

context vector is obtained as a weighted sum of all 

times. 

Given an input sequence  1 2, ,..., TX x x x , the 

GRU layer processes these sequences to generate 

hidden states  1 2, ,..., TH h h h where d

th R  

represents the hidden representation at time step .t  

Step 1: Attention Score Computation: Each 

hidden state ℎt is transformed into an intermediate 

attention score 𝑢t using a trainable weight matrix 

W  and bias vector b : 

(7) tanh( . )t tu W h b   

Where 
d dW R is a trainable weight matrix that 

maps each hidden state to an attention-specific 

representation. 
dbR  is a trainable bias vector 

that introduces additional flexibility in learning 

attention scores. 
d

tu R  is the intermediate 

attention score for each time step. 

Step 2: Computing Normalized Attention 

Weights: To ensure that attention scores are 

normalized across all time steps, we compute the 

SoftMax attention weight t  as: 

(8) 

1

exp( . )

exp( . )

T

t
t T T

tj

u u

u u







 

where: 
1du R  is a trainable attention vector that 

determines the relevance of each time step. 

[0,1]t   represents the final weight assigned to 

ℎt. The SoftMax function ensures that all attention 

weights sum to 1, making them probabilistic. 

Step 3: Computing the Context Vector 𝒄: 

The final context vector 𝑐 is obtained as a weighted 

sum of all hidden states: 

(9) 
1

T

t tt
c h


  

where 𝑐 ∈ ℝd represents the attention-weighted 

feature representation of the entire sequence. This 

vector is then passed to the fully connected layers 

for final classification. 

The weight matrix W  and vector u  are trainable 

parameters initialized randomly and optimized 

during backpropagation. The model updates these 

values using gradient descent with the Adam 

optimizer, ensuring the most relevant frames 

receive higher attention scores. This dynamic 

weighting mechanism enhances the model’s 

robustness to noisy or redundant frames. 
 

3.3.4. Dense Layers and Classification 

The context vector produced by the attention 

mechanism is fed into fully connected dense layers 

with 256, 128, and 64 neurons, each utilizing 

Leaky ReLU activation. Dropout layers with a 0.2 

rate are employed to prevent overfitting. The final 

layer is a SoftMax classifier that outputs 

probabilities for each activity class. SoftMax 

function determines a probability in the range of 0   

to1 , converting an integer vector into a probability 

vector. The standard (unit) SoftMax function is 

represented by : (0,1)k k R  where 1k   is 

defined by: 

(10) 1
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3.4. Model Parameters and Complexity 

Table 2 outlines the model’s layers, detailing the 

number of trainable and non-trainable parameters. 

Attention-HAR’s architecture is optimized to 

balance accuracy and computational efficiency. 

With roughly 1.26 million trainable parameters, the 

model is lightweight compared to larger 

architectures like transformers, making it ideal for 

real-time applications and resource-limited 

environments. 
 

Table 2. Layers and Number of Parameters in the 

Proposed Attention-HAR Model. 

Layer (type) Output shape # of 

Parameters 

Conv3DTranspose (None, 8, 120, 120,32) 2,624 

LeakyReLU (None, 8, 120, 120, 32) 0 

MaxPooling3D (None, 3, 40, 40, 32) 3 

ConvLSTM2D (None, 3, 38, 38, 8) 11,552 

BatchNormalization (None, 3, 38, 38, 8) 32 

MaxPooling3D (None, 3, 19, 19, 8) 0 

TimeDistributed (None, 3, 19, 19, 8) 0 

TimeDistributed-1 (None, 3, 2888) 0 

GRU (None,3, 128) 1,158,912 

AttentionLayer (None, 128) 16,640 

Dense (None, 256) 33,024 

Dropout-1 (None, 256) 0 

Dense-1 (None, 128) 32,896 

Dropout-2 (None, 128) 0 

Dense-2 (None, 64) 8,256 

Dropout-3 (None, 64) 0 

Dense-3 (None, 8) 520 

Total params: 1,264,456 (4.82 MB) 

Trainable params: 1,264,440 (4.82 MB) Non-trainable params: 16 (64.00 Byte) 

 

4. Experimental Results 

4.1. Dataset and Evaluation Metrics 

The UCF-101 dataset, a benchmark for HAR, 

consists of 13,320 video clips across 101 activity 

classes. For this study, we selected eight 

representative classes from the UCF-101 dataset: 

Playing Guitar, Playing Dhol, Typing, Soccer 

Penalty, Wall Pushups, Surfing, Bowling, and 

Playing Cello. The selection was made to ensure 

diversity in movement types (sports, musical 

performances, and general activities) and to 

address recognition challenges associated with 

different actions. Figure 3 shows these 8 activities 

of the UCF101 video dataset. To ensure robust 

evaluation: 

1. The data was divided into 75% for 

training and 25% for testing 

2. k-fold cross-validation 5k  was applied 

to validate the model across different 

splits and prevent overfitting. 

The data is provided to the model as a training 

tensor, utilizing the Adam optimization function 

with a minimum learning rate threshold of 
61 10 .

It has been used to reduce the learning rate by 

observing changes in the validation error. If the 

validation error does not improve, the learning rate 

is halved. This adaptive strategy allows the model 

to converge more smoothly. We use “categorical 

cross-entropy” loss as this is a multi-class 

classification task. To manage the number of 

epochs based on the lowest loss during the compile 

stage, the “Early Stopping” method is employed. 

This approach helps prevent overfitting and 

reduces training time. The Early Stopping callback 

halts training if the validation loss fails to improve 

for 10 consecutive epochs, restoring the best 

weights from the training process. 
 

 
Figure 3. Examples of video frames from the UCF-101 

dataset, showcasing the diversity of activity classes (e.g., 

Playing Guitar, Typing). These samples underscore the 

challenges in HAR, including variations in motion 

patterns, camera angles, and environmental conditions, all 

of which are effectively handled by Attention-HAR. 
 

The model is assessed based on performance 

evaluation and validation criteria. True positives 

(TP), true negatives (TN), false positives (FP), and 

false negatives (FN) form the basis of these criteria. 

Accuracy is calculated as the percentage of 

correctly identified predictions. 

(11) 
TP TN

Accuracy
TP TN FP FN




  
 

In addition to the standard categorical accuracy, we 

employ Top-K Categorical Accuracy with 𝑘 =  5. 

This metric assesses whether the true label is within 

the top 5 predicted classes for each input, making 

it especially relevant for tasks with multiple 

plausible categories or for ensuring robustness 

when precise classification is challenging. The 

“Top-K Accuracy” function is formally defined as 

follows: 

0

1
 Accuracy 1( Pr )

N

i i

i

Top K TrueLabel Top K edictions
N 

     

where N is the total number of samples, and 1  is 

an indicator function that is 1  if the true label 

appears in the top K predictions and 0  otherwise. 
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Figure 4. The graph of changes in accuracy and loss of the Attention-HAR model test based on train and validation data. 
 

 Table 3 presents the top 5 classification accuracies, 

the detection accuracy of the proposed method for 

testing 8 classes on the UCF-101 dataset and 

training data, along with the area under the curve 

(AUC) of the receiver operating characteristic 

(ROC), which evaluates the true positive rate 

(TPR) against the false positive rate (FPR). To 

ensure the statistical reliability of the results, we 

report the standard error (SE) for accuracy and 

Top-5 Accuracy in this Table. SE is calculated as 

follows: 

(12) SE
N


  

 

Where   is the standard deviation of the 

respective metric over multiple models runs, and 

N  is the number of test samples in the respective 

class. 

The training and validation accuracy and the 

corresponding loss values are shown in Figure 4. 

The close alignment between training and testing 

performance indicates minimal overfitting, 

underscoring the model’s generalization capability. 
 

Table 3. Measured KPIs for the Attention-HAR model. 

on the UCF-101 dataset. 
 

Metric Train (%) Test (%)     SE (Test) [%] 

Accuracy 100.00 97.61 0.89 

Top-5 Accuracy 100.00 99.66 0.34 

Loss 0.0109 0.1217 - 

ROC-AUC - 99.90 0.19 

 

4.2. Per-Class Performance 

The correct detection of positive samples is 

achieved using the precision formula, which is 

considered one of these criteria and is defined as 

follows [9]: 

(13) Pr
TP

ecision
TP FP




 

 

 

Recall, also known as sensitivity, evaluates the 

model’s ability to identify all true positives. It is 

calculated using the formula. 

(14) Re
TP

call
TP FN




 

 

 

 

Precision and recall are balanced by the F1-score, 

which is calculated as follows. 

(15) 
Pr Re

1 2
Pr Re

ecision call
F score

ecision call


 


 

 

Table 4 presents the per-class performance, 

highlighting Attention-HAR's ability to distinguish 

between diverse activities. Given the relatively 

balanced dataset, accuracy remains a reliable 

metric. To ensure the statistical robustness of these 

results, we report the Standard Error (SE) for each 

metric. 

 

4.3. Confusion Matrix Analysis 

The confusion matrix (Figure 5) highlights 

occasional misclassifications between Typing and 

Playing Dhol, likely due to overlapping motion 

features. However, the consistently high precision 

across other activities reinforces the robustness and 

Table 4. Detailed Per-Class Results with Standard Error. 

Activity 
Samples per 

class 
precision Recall F1-score 

SE 

precision 

[%] 

PlayingGuitar 40 0.9750 0.9750 0.9750 2.47 

PlayingDhol 41 0.9111 1.0000 0.9534 4.44 

Typing 34 1.0000 0.8823 0.9375 0.00 

SoccerPenalty 34 1.0000 1.0000 1.0000 0.00 

WallPushups 33 1.0000 1.0000 1.0000 0.00 

Surfing 31 1.0000 0.9677 0.9836 0.00 

Bowling 39 0.9743 0.9743 0.9743 2.53 

PlayingCello 41 0.9761 1.0000 0.9879 2.39 

Macro avg 293 0.9795 0.9749 0.9764 - 

Weighted avg 293 0.9774 0.9761 0.9759 - 
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adaptability of Attention-HAR in diverse 

scenarios. 

 

 
Figure 5. Confusion matrix depicting classification performance across eight UCF101 activity classes, highlighting robust 

detection for most activities and occasional overlap between ’Typing’ and ’Playing Dhol’. 

4.4. Comparison with State-of-the-Art Models 

Table 5 demonstrates Attention-HAR’s superiority 

over existing models in both accuracy and 

computational efficiency. By integrating 

Conv3DTranspose, ConvLSTM2D, and attention 

mechanisms, Attention-HAR delivers enhanced 

accuracy while preserving computational 

efficiency. These results demonstrate Attention-

HAR’s superiority in balancing accuracy, 

scalability, and robustness in dynamic 

environments. 
 

 

5. Conclusion 

This study introduces Attention-HAR, a cutting-

edge deep neural network model for HAR that 

effectively captures spatiotemporal dependencies 

while maintaining computational efficiency.  

Leveraging Conv3DTranspose, ConvLSTM2D, 

and a custom attention mechanism, the model 

enhances spatial feature extraction, captures 

spatiotemporal dependencies, and prioritizes 

relevant frames for improved accuracy and 

interpretability. Evaluated on the UCF-101 dataset, 

Attention-HAR achieves a state-of-the-art 

accuracy of 97.61%, demonstrating its 

effectiveness in distinguishing diverse activities. 

With only 1.26 million trainable parameters, the 

model also maintains a lightweight architecture, 

making it suitable for deployment on resource-

constrained platforms. The robust performance and 

computational efficiency of the model, position it 

for deployment in various fields, including 

healthcare, autonomous vehicles, and surveillance 

systems. However, given that UCF-101 lacks real-

world challenges such as occlusions and noisy 

environments, development of new datasets 

followed by further exploration and evaluation can 

be considered as possible future works, to improve 

generalizability. 

Future research can also focus on optimizing real 

time deployment on edge devices, extending to 

group activity recognition and integrating privacy-

preserving frameworks like federated learning. By 

bridging research and practical applications, 

Attention-HAR represents a significant 

advancement in HAR technology. 
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Attention-HAR: همراه به قیعم یریادگیبا استفاده از مدل  یانسان تیفعالپیشرفته  بازشناسی 

 توجه  زمیمکان

 

  1 بهروز معصومی و ،*2مهدی رضائی، 1نوید رئیسی

 .ی، قزوین، ایرانلام، واحد قزوین، دانشگاه آزاد اسلاعاتگروه مهندسی کامپیوتر و فناوری اط 1

  .، انگلستاندزیل دز،یموسسه مطالعات حمل و نقل، دانشگاه ل 2

 .15/03/2025  پذیرش؛ 18/02/2025 بازنگری؛ 29/01/2025 ارسال

 چکیده:

سی شنا سان تیفعال باز ستفاده از ب یان سعهدر حال  نهیزم کی وتریکامپ یینایبا ا شت یهامتنوع از جمله مراقبت یبا کاربردها تو حمل و نقل و  ،یبهدا

پنهان  یهاو مدل افتهی جهت یهاانیگراد ستوگرامی، هبانیبردار پشت یهانیمانند ماش کیکلاس یکردهایکه رو یاست. در حال وتریتعامل انسان و کامپ

 یریادگیبر  یمبتن یهامدل ،دشتتوندچار چالش می دهیچیپ یحرکت یا الگوهامواجهه بدر دارند و  هیتک یشتتده دستتت استتتارا  یهاژگیمارکوف بر و

 یهاطی، محفعالیت انسداد . با این حالباشندیرا بهبود م بازشناسی فعالیت کوتاه مدت بلند شبکه حافظه کانولوشنال،  یعصب یهامانند شبکه قیعم

مدل شبکه  کی ؛کندیم یرا معرف Attention-HARروشی به نام  مقاله نی. ابازشناسی فعالیت هستندهای چالشاز جمله  یمحاسبات پیچیدگیو  شلوغ

 نمونه یبرا Conv3DTransposeشده است:  یطراح یدیکل یسه نوآور قیاز طر بازشناسی فعالیت انسانبهبود عملکرد  یکه برا دیجد قیعم یعصب

ضا یاربرد ش زمیمکاندر نهایت و  ،یزمان-یمکان یگرفتن الگوها یبرا ConvLSTM2D ،ییف سفار ستهقابکه  یتوجه   انتااب ها یرا در توال های برج

را  یاضتتاف هایفریم ریکه تأث دهدمیاختصتتا   یدیکل یهاقابرا به  ییهاوزن ایصتتورت پو ما به کردیتوجه مرستتوم، رو یهاستتمی. برخلاف مکانندکمی

آخرین از  Attention-HARکه  دادنشان  UCF-101مجموعه داده  یروآزمایشات  جی. نتادهدیم شیرا افزا یمحاسبات ییو کارا یریپذ ریکاهش و تفس

سیت ،97%/95 صحت ،%61/97 دقتو به  کندیبهتر عمل م شرفتهیپ یهامدل سیت ،%49/97 حسا ستانه و  %64/97 میانگین هارمونیک دقت و حسا آ

ست م %9/99 گیریاندازه شده مدل . ابدیید سبات ونیلیم 26/1 ما باارائه  سات افزاری با  یها پلتفرم یبر روجرا ا یکارآمد و برا یپارامتر، از نظر محا

تواند به طور یتوجه م یهاستتمیبا مکان یمکان -یزمان یهایژگیو یریادگیدهد که ادغام یها نشتتان م افتهی نیمناستتا استتت. ا امکانات پردازش محدود

 .اشدبهبود ب دهیچیو پ ایپو یها طیرا در محبازشناسی فعالیت انسان  یقابل توجه

 .دئویبر و یمبتن تیفعال بازشناسیتوجه،  یهاسمی، مکان Attention-HAR ق،یعم یعصب یهاشبکه ،یانسان تیفعال بازشناسی :کلمات کلیدی

 


