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Chatbots are computer programs designed to simulate human
conversation. Powered by artificial intelligence (Al), these chatbots are
increasingly used to provide customer service, particularly by large
language models (LLMs). A process known as fine-tuning LLMs is
employed to personalize chatbot answers. This process demands
substantial high-quality data and computational resources. In this article,
to overcome the computational hurdles associated with fine-tuning
LLMs, innovative hybrid approach is proposed. This approach aims to
enhance the answers generated by LLMs, specifically for Persian
chatbots used in mobile customer services. A transformer-based
evaluation model was developed to score generated answers and select
the most appropriate answers. Additionally, a Persian language dataset
tailored to the domain of mobile sales was collected to support the
personalization of the Persian chatbot and the training of the evaluation
model. This approach is expected to foster increased customer
interaction and boost sales within the Persian mobile phone market.
Experiments conducted on four different LLMs demonstrated the
effectiveness of the proposed approach in generating more relevant and
semantically accurate answers for users.

1. Introduction

In the realm of Artificial intelligence (Al) chatbots
have emerged as powerful tools for simulating
human conversation. These software applications are
designed to provide automated online guidance and
support, effectively mimicking natural human
discourse [1]. Recently, chatbots are extensively
employed in different areas, such as e-commerce and
customer service [2]. Human customer service
representatives have been the bridge between
companies and their customers. Chatbot play a
crucial role in building and nurturing these
relationships. They can be a powerful tool for
enhancing customer service by offering faster
resolutions, increased efficiency, and improved
customer experiences [2]. Recent advancements in
Al and Natural language processing (NLP)
techniques have made it easier and more flexible to
implement more efficient chatbots. In recent years,

chatbots have been developed using various
approaches, including, Seq2Seq [3], Transformer
[4], BERT [5], and LLMs based model [6]. Each of
these approaches has advantages and disadvantages.
The recent success of LLM-based chatbots like
ChatGPT has spurred researchers to explore new and
innovative applications for chatbot technology. The
release of OpenAl's ChatGPT marked a significant
advancement, pushing the boundaries of LLMs-
based chatbots within the Al field [7]. LLMs have
improved the world of chatbots, empowering them to
interact with humans in ways far beyond what was
previously imaginable. Conversational agents, more
commonly known as Al chatbots, leverage vast
amounts of data to train sophisticated language
models. These LLMs then utilize this training to
generate novel content (knowledge) in answers to
user prompts [8].
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While LLMs are trained on massive datasets and
possess a broad general knowledge, they often
require fine-tuning to excel at specific tasks.
Traditionally, smaller models like BERT (450M
parameters) or ROBERTa (1.3B parameters) were
fully fine-tuned for specific tasks. However, the
emergence of significantly larger models like GPT-
3.5 has made full fine-tuning computationally
prohibitive. Additionally, this process often requires
a large amount of high-quality data, including
conversation logs, customer queries, and support
resolutions in customer service domain [9].
Gathering enough relevant data especially in some
language like Persian and Arabic can be difficult, and
the quality of the data directly impacts the
effectiveness of the fine-tuned model. In addition,
Fine-tuning LLMs can be computationally
expensive, requiring significant processing power
and storage. This can be a barrier for smaller
businesses or those with limited resources.

In this article to overcome these challenges, new
hybrid approach is proposed by combining the LLMs
and transformer models. In this way, the transformer
network is an evaluation module to assets LLMs
output and select relevant and accurate answers. The
intuition behind using the evaluation module is that
customize chatbot in customer service domain.
Additionally Persian dataset for mobile customer
service is collected and prepared for train evaluation
module. By developing the proposed approach by the
collected data set, the chatbot achieves fluency and
natural language understanding in Persian, enabling
it to comprehend complex customer inquiries and
offer personalized product recommendations. Key
contributions from this research are:

Model: we develop a Persian mobile sales chatbot
based on LLMs and transformer models. The
transformer model assesses LLM-generated answers
to select the optimal output. Our model significantly
enhances the quality of LLM based chatbot
interactions.

Dataset: A Persian dataset containing 23,000
customer service questions and answers for mobile
phones was gathered, pre-processed, and prepared to
train the evaluation module.

Performance: We conducted experiments using
collected Persian dataset on different parameters of
the model and obtained the best parameters for
training the model. Also, the proposed approach was
applied to the outputs of four LLM models with
evaluation model and without it. Results indicate that
our approach significantly enhances the semantic
quality of LLM chatbot answers.

The rest of this article is organized in the following
way: a review of relevant research is described in
section 2. Section 3 presents our proposed approach
in detail. Experimental results are outlined in Section
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4, followed by a discussion of these findings in
Section 5. Finally, Section 6 drawing conclusions
and suggesting potential avenues for future work.

2. Related Works

This section offers a concise overview of recent
advancements in Al chatbot technology, categorized
into tree primary approaches: Seq2Seq-based,
Transformer-based, LLM-based.

2.1. Seq2Seg-based approaches

This approach commonly employs Recurrent Neural
Network (RNN) architectures like Long Short-Term
Memory (LSTM) and A Gated Recurrent Unit
(GRU) for chatbot development [3]. These models
struggle to compress all essential information from
long sentences and conversations (exceeding 20
words) into a fixed-length vector, a significant
challenge in this domain [10]. To address this
limitation, researchers have explored various
strategies, including architectural modifications such
as incorporating word embedding matrices [11],
altering encoder or decoder components [12], and
integrating attention mechanisms [13]. Rao et al.
[14], introduced a hybrid model for text generation
combining deep transfer learning with ELMo
embeddings, a Variational Autoencoder (VAE), and
Bi-directional Long Short-Term Memory (BiLSTM)
networks. The model proposed in [15] employs a
Bidirectional Recurrent Neural Network (BiRNN)
equipped with an attention mechanism to enhance
comprehension of input sentences.

2.2. Transformer-based approaches

Some research has explored the use of transformer-
based models as an alternative to traditional recurrent
layers in sequence-to-sequence architectures. These
models employ a multi-head self-attention
mechanism [10]. Santra et al. [16] Esfandiari et al.
[17] introduced a general framework for hierarchical
transformer encoders specifically designed for task-
oriented dialogues. It is integrating the power of
Reinforcement Learning (RL) and transformer
models. One notable research effort proposed
TILGAN, a Transformer-based GAN designed
specifically for chatbot applications [18]. This model
combines a transformer autoencoder with a
generative adversarial network (GAN) in the latent
area. TILGAN incorporates a new distribution
matching method based on Kullback-Leibler
divergence, which helps to improve the quality and
naturalness of the generated text. Esfandiari et al.
[19] introduced a method utilizing Conditional
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Wasserstein  Generative  Adversarial Networks
(CWGANS) with a transformer that operations data
concurrently within training.

2.3. LLM-based approaches

The landscape of LLMs and chatbots is rapidly
evolving, with new models and applications
continually emerging. Some prominent examples
include: ChatGPT [20], Developed by OpenAl, it's
known for its versatility and ability to engage in
informative and creative conversations. Bard,
Google's response to ChatGPT, aiming for factual
grounding and real-world integration. Llama [21],
Meta's open-source LLM, has been used as the basis
for various chatbot projects. Cohere, an open-source
and powerful conversational Al platform developed
by Cohere. It's designed to help businesses create

engaging and informative chatbots that can interact
with users in a natural and human-like way. In
addition, researchers have explored the development
of personalized chatbots using large language
models. S. Yu et al. [22] proposed a chatbot approach
by Bidirectional Encoder Representations from
Transformers (BERT), an encoder architecture.
Zhang et al. [23] introduced DIALOGPT, a
transformer-based model pre-trained for generating
bot answers. Uddin et al. [24] evaluates the
usefulness of ChatGPT, a cutting-edge language
model created by OpenAl, in the field of civil
engineering education. Developing a chatbot to
support victims of sexual harassment using a Large
Language Model (LLM) as outlined in [25].
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Figure 1. Main architecture of proposed approach.
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3. Proposed Approach

In this section, we’ll delve into the proposed
approach, providing a detailed explanation of its key
components and how they work together. We’ve
developed a chatbot in Persian to serve as an
intelligent assistant for customer service in mobile
store. This chatbot leverages a combination of LLMs
and a transformer model for evaluation. Figure 1
illustrates the main architecture of our proposed
approach.

The proposed architecture consists of five primary
modules: dataset preparation, translation, LLMs,
evaluation model, and decision making. The
evaluation model is trained on a custom dataset. In
the following, we’ll explore each module
individually and clarify how they interact.

e Dataset Preparation:

It involves three main phases: data collection, data
pre-processing, and data scoring. In dataset
preparation phase a comprehensive dataset of 23,000
real Persian questions and answers related to mobile
phone customer service was assembled. Each
guestion was presented to the LLMs three to five
times, and the resulting answers were stored in a
database. Then to ensure the data is suitable for
processing by the LLMs and evaluation models, a
series of NLP techniques were applied.

Finally, each LLMs answer was assigned a score
using the Bert score metric. The Bert score is a metric
used to evaluate the quality of text generation
models. It leverages the pre- trained BERT model to
compare the generated text to a real text. The
calculation of the Bert score is based on the
following Equation (1):

BertScore=PxRxF 1)

Where, P (precision) is the number of tokens in the
real text that are also in the generated text, divided
by the total number of tokens in the generated text. R
(recall) is the number of tokens in the real text that
are also in the generated text, divided by the total
number of tokens in the real text. F (F1-score) is the
harmonic mean of precision and recall. The
calculated Bert scores were stored in the database for
further analysis and to use in the decision-making
process.

e Translation:

In this module, we leverage the Google Translate
APl to facilitate language translation. Persian
guestions are initially translated into English at the
beginning of the architecture. Subsequently, the
English generated answers are translated back into
Persian before being presented to the user.
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e LLMs:

LLMs are employed to generate comprehensive and
contextually relevant answers to the input questions.
Each question, along with its corresponding prompt,
is given to the LLMs so that between 3 and 5 answers
are generated by the LLMs for that question. The
prompt specifies the desired length and quantity of
the generated answers.

e Evaluation model:

The evaluation model assesses the semantic quality
of the LLM-generated answers and assigns a score to
each answer. This model is comprised of a
transformer architecture equipped with an encoder
only. It is trained on a custom dataset to effectively
evaluate the semantic coherence and relevance of the
generated answers. The primary objective of the
evaluation model is to learn how to score the answers
generated by LLMs in order to select the most
appropriate answer in terms of meaning. Each of the
answers generated by LLMs (the first, second and
third answers) is given to the evaluation model
separately and a score is given to each answer by the
evaluation model.

e Decision making:

The decision module carefully selects the most
appropriate answer based on the scores assigned by
the evaluation model. The answer with the highest
score is deemed the best candidate as follow:

Score, . = Max(score,,, SCOre,,,, SCOre, .,)

ansl’ ans2?

The best answer is then translated into Persian by the
translation module before being presented to the user
as the final output.

4. Results

The purpose of this section is to present the details of
the proposed approach and the results obtained. We
begin by discussing implementation details,
followed by a description of the dataset used for
training the evaluation model. Next, an ablation
study is conducted to evaluate the effectiveness of
different components of our method. We then
compare our approach to existing methods. Finally,
we provide qualitative examples to illustrate the
performance of our approach.

4.1. Implementation details
The experiments were conducted on a Microsoft
Windows 11 system equipped with an NVIDIA

@
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GeForce RTX 3090 GPU, an Intel Core i5-12600K
CPU, and 128GB of RAM. The evaluation model
was implemented using PyTorch. Table 1 provides a
list of the implementation parameters used in this
study.

Table 1. list of the implementation parameters employed in
the proposed approach.

Parameters value Parameters value
Learning rate 0.0001 Layers number of 6
Transformer
Batch size 32 Dataset split ration 20%
Epoch numbers 100 Max Length of 30
Sentences
Processing unit GPU ngad number of 8
ransformer
Dropout 05 Number of LLMs 3.5

answer

4.2. Datasets

This article aims to evaluate the effectiveness of our
proposed approach by implementing it as a Persian
chatbot for mobile store customer service. To
accomplish this, a dataset of 23,000 real questions
and answers from Persian- mobile store customers
was gathered. These inquiries covered 25 topics for
three brands: Apple, Samsung and Xiaomi that pair
with appropriate answers. This dataset will be
available upon request after the publication of the
article. Some examples of this dataset are shown in
Table 2, which provides a representative sample of
the data used in this article.

Table 2. Example of raw dataset in Persian.

Question $oiS e Loy b oilgi o LT
Answer et Loty Vg 4y (02 955aly o0lal yo c aly
Question Sl 35S 5l Cod o ZS0 5 slo b,
Answer @ i oo bs i by o &5
Question i 9y Jilge Jae 2 (535290 4 L]
Answer O 699750 L 3 08,5 Ol ) 598 8 Jowe sl T 51 Ld o)
S Sy Joe
Question FaiSan 3l oz o & 4> Ll
Answer S 9 3lg eSS gunnalose sogilds (slai
Question 55 eon b 355 05 O o0 557
Answer 9 a5y p bl (it b Sledas 4 o3, b

All questions and answers were then translated into
English using Google Translate. Next, each question
was presented to the LLMs 3-5 times, and the
answers were recorded. To guide the LLMs output,
the following prompts were used: 1) limit answers to
30 tokens, 2) keep answers within the realm of
mobile sales, and 3) generate 3-5 answers. The
resulting dataset was then preprocessed to remove
unnecessary punctuation and standardize the text.
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Finally, the Bert score for each answer generated by
the LLMs was calculated based on equation 1 and
stored in the database. Table 3 provides an example
of this dataset after preprocessed and translation to
English language.

Table 3. Example of preprocessed dataset in English.

Question do you have an existing xiaomi brand
Real Answer yes, we have an existing xiaomi brand

Answer 1 yes, i do have a few xiaomi models available
Bert Scorel 0.68

Answer 2 i can offer you a great deal on the xiaomi 12
Bert Score2 0.66

Answer 3 yes, we have the latest xiaomi releases
Bert Score3 0.77

4.3. Ablation analysis

In this section, we investigate how different

parameters affect transformer training performance

when evaluated on the collected dataset. To isolate
these effects, we've divided our analysis into three
categories:

e Category A: Explores the influence of the
number of layers while maintaining a fixed
head size and learning rate.

e Category B: Examines the impact of head size
while keeping the number of layers and learning
rate constant.

e Category C: Studies the effects of varying the
learning rate while keeping the number of
layers and head size fixed.

To measure model performance, we've employed

the maximum likelihood estimation (MLE) loss

function.

Table 4. Investigating the impact of transformer

parameters

EVSII gs;on Type Layer LR Head '\Iilcl)_slsz
2 0.0001 8 0.00336
4 0.0001 8 0.00336
6 0.0001 8 0.00270
A 8 0.0001 8 0.00358
10 0.0001 8 0.00348
12 0.0001 8 0.00343
14 0.0001 8 0.00404
Transformer 6 0.0001 2 0.00344
model B 6 0.0001 4 0.00308
6 0.0001 8 0.00270
6 0.0001 16 0.00330
6 0.1 8 0.01955
6 0.01 8 0.01944
C 6 0.001 8 0.01965
6 0.0001 8 0.00270
6 0.00001 8 0.00391

Based on the results in Table 4, we found that the
optimal combination of hyperparameters for the
transformer model was a head size of 8, 16 layers,
and a learning rate of 0.0001.
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4.4. Experimental results

Proposed approach aims to enhance the semantic
coherence of LLMs-generated answers by
incorporating an evaluation model. We compared the
performance of our approach against several popular
LLMs, including GPT-3.5, GPT-4, Gemini and
cohere in the case of using and not using the
evaluation model. The BERT score was used to
measure the semantic similarity between the
generated and real answers. As demonstrated in
Table 5, incorporating our proposed evaluation
model significantly enhanced the semantic relevance
of answers generated by LLMs.

Table 6 presents a qualitative analysis of our
proposed approach's outputs, comparing them to real
answer and those generated by LLMs with and
without the evaluation model. Table 7 provides a
comparison of the answers generated by our
proposed approach to the ground truth answers for
various questions.

Table 6. Qualitative analysis of proposed approach.
Question

can i chat with you?

yes, i am ready to answer your questions
about phon.

How can | assist you today?

Real Answer

GPT-3.5 Answer
GPT-

Table 5. Comparison between proposed approach and
LLMs

3.5+Evaluation
model Answer

yes, what features are you looking for in a
phone.

GPT-4 Answer

Of course! How can | help you today?

LLM Models  Evaluation Model ~ Mean Bert Score GPT-4+Evaluation |\ oo how can i help you about phone.

GPT-35 Yes 0.72 model Answer
GPT-3.5 No 0.68 Gemini Absolutely! Feel free to ask me anything.
GPT-4 Yes 0.79 Gemini+Evaluati

GPT-4 No 0.77 er:]n(')z;l X:ssvi:on Absolutely! I'm ready to chat about phones.
Gemini Yes 0.77 cohere Answer what can i assist with you

Gemini No 0.75 cohere+Evaluation of course, are you in the market for a new
cohere Yes 0.74 model Answer phone

cohere No 0.71

Table 7. Qualitative analysis of generated answers by proposed approach .
Question Ground Truth Answer Generated Answer

St Jlab anod L

Sleyly Cend Jlges it (2555ly J 50 55, ailed o o aly

ol o (ali b bL3 I jo g 4365 12 a4 b i x| 0 aly

o by
. Yes, | am responding day and night, if you have any Yes, I'm here to answer any cell phone related
5 : ' .
Avre you always active? questions, please ask questions

(5SS Ggin sl die) 2 58

e ol yors (125 b Ja e ate jo Sy Sless coLJGlf

5 S oly00 il b e ye g 55,0 3,50 8 5o

Can you help in any field?

Yes, | am ready for services related to mobile phones

I can help with mobile phone

fo,5 caloy e AgSe 6 3> Ojg0 &

S ple 0L 5 ok Djge

S ple )5 L aB g ol o0 552 slo cb sl

S

How can you pay in person?

In cash or with a bank card

For person payments, we can take cash or bank
card

Sl oz o G)law hig Gl

3,3 5Ll g392 90 5 Lot (SIS CoaBpe 4 (S

el 615 55, TV Ygoso el 503 Lot SlSo ConnBiga ay (S

How long does it take to deliver my
order?

It depends on your location and stock availability

It depends on your location but usually 2-7
working days

Sy Gl 1) 055 (b )la S lsta L

s Gl ol (n

e Gl Led (3l ol (oo Lo aly

Can | increase my order list?

Yes, it can be increased

Yes, we can increase your order

o5 ez (555 Jole e 51 gl

98 9, a1 ol b Led

S a5 1y ol oz asens S Gl b wilys e L

What should | do to upgrade the
phone's operating system?

You need to update it

You can update it by selecting a new version

Clnnz o, aliils 5 A5l aladl> oy oglis

S 50058 (oo ooliinl b ools esls (g3l 033 sl (ASls aladl>
S5 oo oolitul Cdge alibl> lgic 4y o) alabl> aS

S 0 w8 (e 0,033 SYsb Sae sl ]y b ssls sl alasl>
Sl b ool Cdge (g3l 0,53 slp AT

What is the difference between
internal memory and RAM memory?

Internal memory is used for permanent data storage
while RAM memory is used as temporary memory

Internal memory stores data for a long time while
RAM is for temporary data storage

s gene ol o Al 3l ole K5, ax

Qs Cgrme o K0y (6B g db e 0l 4o 31 3l

Mgswébu\:palwkﬁ‘;ufbj.xwa@

What colors of mobile phones are
popular?

First of all, black, then white and gray are popular
colors

Black, white and gray are always popular choices

3,00 g2y o LisS den 0 it I S LT

985 3l Py Sy cnl Wl el B S b 865 den &

Sl gz se YL sla oo b dialign slo

S35 52 Ygame ol )5 ciSl 1 K o 555 dod &
ol YL sl Jos sla

Do all phones have a fingerprint
Sensor?

Not all phones have a fingerprint sensor, this feature is
present in some high-end smartphones

Not all phones have a fingerprint sensor, this is
usually a feature of higher models
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5. Discussion
Recent LLMs-based chatbots often struggle to
maintain semantic relevance in personalized

interactions. Fine-tuning, while a common solution,
demands substantial data and computational
resources. To address these challenges, we propose a
transformer-based evaluation model that enhances
the semantic alignment between LLM-generated
answers and user queries. We collected a Persian
dataset on mobile customer service to evaluate our
approach. Our model leverages the transformer
architecture to learn to score generated answers. Loss
functions play a crucial role in deep learning model
performance. Our analysis of the training and
validation losses in Figure 2 reveals a stable
convergence after 200 epochs, indicating effective
model training on the mobile customer service
dataset.

average loss

1 —— train loss

0.0040 + val loss

0.0035 4
0.0030 +
0.0025 4
0.0020 +
0.0015 +
0.0010 4

0.0005 A

0.0000

100 125 150 175 200

Epoch

0 25 50 75

Figure 2. Evaluation model loss curve in mobile customer
service dataset.

6. Conclusion and Future work

This study introduces a novel approach to enhance
the performance of personalized Persian mobile sales
chatbots. By leveraging LLMs and a transformer-
based evaluation model, we aimed to improve the
guality and relevance of chatbot answers. Proposed
evaluation model, which employs the BERT scoring
method, effectively assesses the semantic similarity
between chatbot answers and user queries. To train
the evaluation model in a personalized manner, we
collected a Persian language dataset from mobile
customer service interactions. Experimental results
demonstrate that integrating this evaluation model
significantly improves the ability of LLMs to
generate accurate and contextually appropriate
answers.
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While proposed approach shows promising results, it
is important to acknowledge its limitations. The
current dataset is specific to mobile customer service,
and future research could benefit from a more diverse
dataset encompassing various domains.
Additionally, leveraging a retrieval-augmented
generation (RAG) framework as a future work, can
improve the accuracy and relevance of chatbot
answers by providing access to a knowledge base.
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