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 The Persian language presents unique challenges for scene text 

recognition due to its distinctive script. Despite advancements in AI, 

recognition in non-Latin scripts like Persian still faces difficulties. In 

this study, we enhance the vanilla transformer architecture to 

recognize arbitrary shapes of Persian text instances. We apply 

Contextual Position Encoding (CPE) to the baseline transformer 

architecture to improve the recognition of Persian scripts in wild 

images, especially for oriented and spaced characters. The CPE 

utilizes position information to generate contrastive data pairs that 

help better in capturing Persian characters written in a different 

direction. Moreover, we evaluate several cutting-edge deep-learning 

models using our prepared challenging Persian scene text recognition 

dataset and develop a transformer-based architecture to enhance 

recognition accuracy. Our proposed scene text recognition 

architecture achieves superior word recognition accuracy compared 

to existing methods on a real-world Persian text dataset. 
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1. Introduction 
Scene text recognition revolutionizes numerous 

tasks, ranging from document analysis to 

augmented reality and self-driving vehicles. It 

involves capturing an image of text, such as a sign 

or handwriting, and converting it into readable 

words or letters. The diverse and challenging 

conditions in images captured in natural settings 

make it difficult to develop an effective recognition 

method [7, 25, 26]. Deep learning frameworks, 

especially those for deep convolutional neural 

networks (CNNs) as well as recurrent neural 

networks (RNNs), form a foundation for STR 

methods, often coupled with techniques like 

connectionist temporal classification (CTC) for 

sequence prediction. However, these approaches 

face challenges with irregular text datasets [4, 6, 

48]. 

Transformers and their variants like Performer 

have revolutionized deep learning architectures for 

scene text recognition (STR) and achieved superior 

performance in several benchmark datasets [32, 

34].  

 
(a)                                                (b) 

Figure 1. Current positional encoding methods face 

challenges in recognizing characters within a word when 

spaces are present between them. 
 

They use a global attention mechanism for 

character encoding and decoding within the text 

image, enabling independent operation and 

successful application in sequential data tasks. The 

core strength of transformers is a multi-head self-

attention mechanism, which allows for dynamic 

focus on relevant portions of the input data. 

Positional Encoding (PE) is essential for the 

transformer’s success, mitigating permutation 

equivariance in self-attention and making the 

Transformer consider the sequence of the given 
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input characters [10]. The most common approach 

is Sinusoidal PE (SPE), while other techniques like 

fully Learnable PE (LPE) and Relative PE (RPE) 

have been explored [32, 33]. These data-driven 

approaches learn positional encodings from 

training data but may limit generalizability [10, 

24]. 

Most scene text recognition techniques are 

developed for left-to-right Latin text languages. 

However, a handful of research studies focus on 

recognizing text instances in images taken from 

real-world environments, particularly those written 

in right-to-left languages such as Persian. Applying 

or fine-tuning a pre-training Latin-text model may 

not lead to a good performance in Persian scripts 

because the characters and the way of writing of 

Persian scripts are completely different from Latin 

text like English, and this language has specific 

challenges different from English.  

For example, as seen in Figure 1, the transformer 

architecture with Sinusoidal Positional Encoding 

that is used in many works [21, 31, 32] has 

difficulties in recognizing separate characters of 

word instances. The other problem in Persian scene 

text recognition is the lack of a real-world 

benchmark dataset. In contrast to several English 

image datasets (real or artificial) [17, 18, 27, 36], 

there are only a few Persian datasets prepared. Still, 

some of these datasets are not publicly available as 

in [19], or prepared for a specific task of scene text 

recognition as in [9, 30], or only used synthetic 

images as in [2]. 

To tackle these challenges, this paper initially 

prepared a comprehensive test set for Persian scene 

text recognition by considering various images 

found in natural environments. This dataset serves 

as a benchmark for future research in Persian scene 

text recognition.  

Afterward, we evaluate different CNN, RNN-based 

methods [3, 5, 23, 37-39], and Transformer based 

deep learning techniques [29, 33] on the prepared 

dataset. We show that transformer methods achieve 

better results than the CNN and RNN models for 

many challenges of Persian text instances. To that 

effect, we consider the transformer-based method 

with SPE as a baseline. However, as shown in 

Figure 1, baseline methods still face many 

challenges. Many failures occur when text 

instances contain irregular text and spaces between 

characters.  

To address this issue, we utilize CPE as positional 

encoding and demonstrate that this technique 

enhances the model's accuracy on images 

commonly found in Persian scripts. CPE enables 

positions to be conditioned on context by 

incrementing position values only for specific 

tokens as determined by the model. The present 

study introduces a text-alignment module within 

the framework to enhance the capture of spatial 

information for Persian characters. Furthermore, 

we propose modifications to the encoder module’s 

feed-forward network layer. These modifications 

aim to enhance the network’s robustness to extract 

meaningful features reliably from the self-attention 

outputs. Our work offers several novel 

contributions, including: 

 

• We designed an encoder-decoder transformer-

based architecture with spatial positional 

encoding to recognize irregular text in Persian 

scripts. 

• We modified different parts of the baseline 

architecture, especially the PE, to make it more 

suitable for Persian scene text recognition. 

• We are the first to apply the 2D-CPE to the 

transformer architecture to Persian scene text 

recognition. 

• Compared to current best practices, our model 

achieves significantly higher recognition 

accuracy, as demonstrated by the experiments, 

including, [3, 5, 23, 37-39] on the collected test 

set of Persian text recognition in the wild images. 

• For evaluation, we constructed a dataset 

comprising real-world cropped word images in 

the Persian script from various environments. 

• We also created comprehensive synthetic images 

of Persian scripts to train the model. 

• To comprehensively evaluate the efficacy of 

leading-edge models, we conducted an in-depth 

ablation study on our proposed dataset. 

• On the Persian dataset, the proposed model 

surpasses all existing methods, achieving the 

highest WRA score. 

 

2. Related Work 

Cutting-edge STR approaches fall into two 

categories: RNN-CNN architectures use RNNs for 

sequential processing and CNNs for feature 

extraction, whereas transformers specialize in 

capturing long-range dependencies important for 

complex scene text recognition. 

 

2.1. RNN and CNN-based STR 

Deep learning approaches to scene text recognition 

typically involve a three-stage architecture.  
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Table 1. The Acronyms and definitions of different 

positional encodings used in transformer architectures. 

Abbreviation Description 

PE Positional Encoding 

SPE [42] Sinusoidal PE with 1D fixed frequencies 

LPE [8] Learnable PE with 1D weights 

LSPE [44] Learnable Sinusoidal Positional 

Encoding with 1D frequencies 

2SPE [32] Sinusoidal Positional Encoding in 2D 

2LSPE [33] Learnable Sinusoidal Positional 

Encoding in 2D 

CPE(Proposed) Contextual Positional Encoding 

 

A CNN extracts image features, a recurrent neural 

network (RNN) models sequential dependencies 

and a prediction module generates the recognized 

character sequence. While RNN-based methods [3, 

5, 23, 37-39] are effective for horizontal or near-

horizontal text, they struggle with arbitrary shapes 

or distortions. Rectification modules [15] attempt 

to address highly curved text but may introduce 

errors due to distortion during perspective 

transformation. 

Researchers have proposed various methods 

concerning the prediction head. Some methods [5, 

23, 37] utilize a technique called Connectionist 

Temporal Classification for prediction and employ 

a VGG model as the feature extractor. This is 

followed by a Bidirectional Long Short-Term 

Memory (BLSTM) network [13]. Some Recent 

approaches [3, 38] use an attention mechanism to 

enhance recognition performance. While effective 

for some scenarios, these methods might not be the 

best choice for curved or rotated text. For instance, 

in [38], the authors proposed a spatial attention 

mechanism within an STN framework [15] to 

convert distorted text regions into a rectified format 

that is easy to recognize. In subsequent work, they 

employed a Thin-Plate Spline transformation using 

control points for improved rectification of curved 

text, leading to enhanced recognition performance 

on datasets containing irregular text. However, a 

limitation of these rectification-based methods 

(including [3, 38, 39, 46]) is leveraging one-

dimensional (1D) features. This inherent 

characteristic makes them less suitable for directly 

recognizing irregular text examples, as they lose 

the essential spatial information encoded inside the 

two-dimensional image data. 

 

2.2. Transformer based STR 

The transformer architecture, a novel framework 

for natural language processing (NLP) introduced 

in [42], offers advantages over convolutional 

RNNs-CNNs neural networks. Due to its 

effectiveness in handling sequential data, it is now 

being used for lots of computer vision tasks. 
Like language modelling, the sequential order of 

characters within a word and words within a 

sentence plays a critical role in scene text 

recognition. This dependency on character and 

word order has motivated scene text recognition’s 

recent adoption of transformer-based architectures 

[16, 21, 32]. These methods, utilizing various 

positional encoding (PE) schemes, have surpassed 

the performance of prior cutting-edge approaches 

that relied on recurrent neural networks (RNNs) [3, 

5, 23, 37-39]. This is evident on established 

benchmark datasets [17, 18, 27, 28, 36, 43]. For 

instance, He et al. [16] employed a fixed one-

dimensional (1D) sinusoidal position encoding for 

recognizing horizontal, handwritten text. In [32], 

authors introduced a two-dimensional (2D) spatial 

PE for capturing the inherent spatial relationships 

between characters in irregular text, leading to 

improved performance. Alternatively, in [21], the 

authors introduced a 2D Spatial Pyramid 

Embedding (SPE) with adaptive amplitude for the 

transformer encoder, achieving state-of-the-art 

accuracy in scene text recognition across multiple 

benchmarks. This success is because of the model's 

capacity to learn positional information in 

horizontal and vertical directions. However, a 

limitation of these methods [21, 32] lies in their 

dependence on manually predefined PE 

frequencies. This inherent characteristic hinders 

their ability to handle inherent variability within 

text data [24]. 

Compared to recurrent architectures like RNNs and 

LSTMs, transformers exhibit reduced sensitivity to 

the order of input sequences. This advantage stems 

from the absence of inductive bias regarding 

positional information within the input set [24]. 

RNNs and LSTMs inherently encode position 

through their sequential processing nature. 

Transformers leverage self-attention and feed-

forward networks (FFNs) that operate in a 

permutation-equivariant manner. This means the 

model independently calculates each element’s 

output in the input sequence, regardless of their 

order. While the 1D PE technique employed in the 

original transformer [42] effectively addresses the 

permutation equivariance issue for 1D sequences in 

natural language processing, it falls short in 

capturing the spatial information inherent in 2D 

image features extracted by convolutional neural 

networks (CNNs) [21].  
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Figure 2. Transformer-Based Persian Scene Text Recognition with CPE, Res Net Backbone, and Modified FFN Sub-Blocks 

(vs. [42]). 

 

The positional encoding (PE) scheme employed in 

transformers addresses the permutation 

equivariance issue by augmenting the input feature 

sequence with information regarding its order. This 

is crucial as the transformer architecture, unlike 

recurrent neural networks (RNNs), lacks inherent 

mechanisms like recurrence relations to capture 

sequential information within the data implicitly. 

Positional encoding (PE) was first utilized in the 

original framework of the Transformer [42], which 

consists of predefined sinusoidal functions. The 

main drawback of this PE is its lack of learnable 

parameters, which restricts the maximum length of 

input sequences. To propose a solution to this issue, 

in [8], the authors suggested a learnable PE (data-

driven), which learns the positions of input data 

during training.  

This PE has two main drawbacks: (1) it is not 

inductive (i.e., in the testing time, it can not handle 

longer sequences seen in the training time), (2) it is 

not parameter efficient (i.e., it produces lots of 

trainable that later limit the generalization of the 

model). In [47], Shaw suggested a relative PE that 

reduces the number of trainable parameters, but it 

is not inductive. In a recent work by [24], the 

authors proposed a continuous dynamical 

positional encoding, which is learnable and takes 

advantage of parameter efficiency and the 

inductive properties of previously introduced 

positional encodings. 

Prior studies have shown that adding position 

information inside each transformer block 

enhances performance [24, 42]. However, to ensure 

equitable comparison with established techniques 

that usually apply positional encoding (PE) solely 

in the first self-attention layer [21, 32], we limit our 

method to this initial block. Although learned PE 

provides comprehensive information integration 

[8], it lacks inherent bias. This issue arises because 

the requirement of a predetermined maximum 

sequence length during training [24], which may 

limit generalization to test sets of varying lengths. 

 

 

3. Methodology 

The overall architecture of the proposed model 

based on the standard transformer architecture 

introduced in [42] is shown in Figure 2. As shown, 

when fed to the proposed pipeline, the given input 

image goes through multiple modules to finally 

output the final string of words. The full details of 

these components are provided as follows: 

Generally, the transformer architecture consists of 

a sequence of N sub-blocks denoted as NB , where 

n ranges from 1 to N. 
Both encoder and decoder consist of three main 

sub-blocks: a position encoding P, a self-attention 

( )NA  , and a FFN layer ( )NF  . For a given input 

set, 
1{ }t

i ix x  , these modules can be defined in the 

following manner [24]: 

 

1 1EN-DE( ) ( ),

( ) [ ]( )

N N

N N N

x B B B x

B x F A P CNN x



 
 (1) 

 

where P shows the positional encoding module, 

and CNN denotes the feature extractor. 

3.1. CNN 

To extract robust features capturing the 2D 

structure of the input image, we use a modified 

ResNet-31 architecture [12] as the feature 

backbone. The Res-Net feature extraction 

backbone is one of the most used deep-learning 

architectures for feature extraction, which captures 

the 2D structure of input word images. For more 

details, assume that H WI R   is a given input word 

image, where W and H demonstrate the height and 

width. The CNN module extracts lower resolution 

features of H W dX R
   , Here, d denotes the 

feature channel dimension, W , and H  , represent 

the down-sampled height and width of 2-

dimensional extracted features. 
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Figure 3. The proposed CPE and baseline SPE in 

attention of characters with spaces between them in a 

given word instance. 

 

3.2. Proposed Positional Encoding 

After extracting 2D features from the CNN, the 

resulting outputs are combined with positional 

encoding (PE) and then input into the Multi-

Head Self-Attention (MHSA) subblock within 

the Encoder module in the Transformer 

architecture. The MHSA sub-block in the 

Transformer has a fascinating property known 

as permutation equivariance. This means that 

the model’s output remains the same even if the 

elements' order within the input sequence is 

shuffled. 

Positional encoding (PE) in Transformer 

architectures addresses the challenge posed by 

permutation equivariance. This encoding 

embeds positional information into the input 

features from CNN, enabling the model to 

differentiate between characters based on their 

relative order within the word string. 

Conventional position encoding methods, such 

as sinusoidal position encoding, assign a fixed 

numerical value to each position in the input. 

This approach can lead to challenges when the 

model is applied to sequences of different 

lengths, as the fixed encoding may not be 

appropriate. 

To address the above problem, inspired by the 

recent work proposed in [10], we better utilize the 

Contextual Position Encoding (CPE) technique to 

capture the long and spaced characters in Persian 

scripts. The main advantage of CPE compared to 

previous generations of PE is that it learns to assign 

importance to different positions of characters 

based on surrounding characters, enabling the 

model to prioritize relevant parts of word instances 

and address issues with spaced characters. Figure 3 

shows the proposed CPE that can be leveraged to 

the baseline Architecture. As illustrated in Figure 3, 

the CPE allows the model to identify and focus on 

the essential characters of a word instance with 

complex sequences. 

 

Figure 4. The encoder of the transformer-based pipeline. 
 

 

 
Figure 5. The decoder module of the transformer-based 

pipeline. 
 

 

3.3. Encoder 

The proposed architecture uses an encoder module 

for high-level feature extraction from the input 

image. As detailed in Figure 4, each sub-block 

within the encoder (Figure 2) is designed to capture 

specific aspects of the visual data. The encoder 

consists of three primary sub-blocks: Add-Norm, 

Multi-Head Self-Attention (MHSA), and Feed-

Forward Network (FFN). A set of the inputs from 

adding 2D extracted features from CNN and the 

2DCPE are fed into the MHSA to make the whole 

architecture attend more to different inputs. We 

employ a similar FFN sub-block as described in 

[32] to effectively handle the features produced by 

the multi-head self-attention mechanism of the 

encoder. The Add-Norm sub-block within the 

encoder module includes Layer Norm and residual 

connection, expressed as: 

  LayerNorm sx x F x   (2) 

where FS shows the sub-layer module. The FFN in 

both the encoder and decoder comprises two 

stacked 1 1  convolutional layers with a ReLU 

activation layer followed by a residual connection. 

The output matrix 1( )F   has t  rows. where the 

expression for the thi  row is given by: 

   1 2 1 1iF x W W x b   (3) 

where σ (·) denotes the activation function. b1 and 

W1,2 are biases and the weights of linear transforms. 
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Figure 6. Sample real-world Persian cropped images of 

the collected dataset used for evaluation. 

 

3.4. Decoder 

Figure 5 shows the encoder part of the proposed 

model. The decoder utilizes these extracted feature 

maps to generate a sequence of characters. Similar 

to the architecture presented in [42], the decoder 

module incorporates MHSA and FFN layers. The 

only difference here is utilizing CPE as position 

encoding. 

The decoder and encoder modules in a transformer 

function in a similar manner, retrieving information 

from a set of encoded representations. However, as 

shown in Figure 5, the decoder’s inputs differ from 

the encoder’s, incorporating an additional sub-

block termed cross-attention. This sub-block is 

positioned after the self-attention layer within a 

single decoder block and followed by an addition 

and normalization step. This work uses an auto-

regressive (AR) decoder to predict the output 

strings. The AR decoder takes input as a masked 

context sequence and extracts the visual features of 

the encoder sequence to generate the character 

sequence. 

 

4. Experimental Results 

This part presents a comparative analysis of the 

STR technique against established cutting-edge 

methods [3, 5, 23, 37-39], using the prepared 

Persian Script dataset. 

 

4.1. Datasets 

Two primary types of datasets are utilized to 

evaluate scene text recognition for Latin text. 

Regular-text datasets [17, 27, 45] contain mainly 

horizontal text, while irregular-text datasets [18, 

28, 36, 43] include multi-oriented and curved text. 

Researchers often pre-train their models on 

synthetic images using the SynthText (ST) [11] and 

MJSynth (MJ) [14] datasets for higher accuracy. 
Unlike Latin scene text recognition, finding public 

benchmark datasets for Persian scripts is difficult. 

PESTD is the primary resource, but it is limited to 

traffic sign detection and has restricted access. 

 
Figure 7. Sample synthetic Persian word images of the 

collected dataset used for retraining the models. 

 

In contrast, ITDR-Synth offers 6,100 detection 

images and 40,220 recognition images for Persian 

text analysis [2]. However, ITDR-Synth consists 

only of synthetic images, unlike the challenging 

cases appearing in the wild. 

Here, we suggest two datasets to tackle the 

aforementioned issue: a comprehensive real-world 

scene text recognition test set and a synthetic 

dataset specifically designed for training. The real-

world dataset contains 3529 test images from 

diverse indoor and outdoor environments, 

capturing challenging scenarios. To visually 

represent the dataset, examples of real-world scene 

text images are displayed in Figure 6. 

Furthermore, we provide a synthetic dataset 

comprising approximately 200,000 Persian word 

images. This dataset is particularly useful as it 

addresses the need for Persian words in existing 

datasets, making it ideal for training in this context. 

Figure 7 shows sample images from the created 

dataset. 

4.2. Evaluation Metric 

We assess the recognition performance of our scene 

text recognition system using two established 

metrics commonly employed in this domain: Word 

Recognition Accuracy (WRA) and Normalized 

Edit Distance (NED). WRA is particularly relevant 

due to its direct applicability in real-world 

scenarios, as opposed to character recognition 

accuracy, and has been widely used to evaluate text 

recognition schemes [3, 23, 37, 38]. WRA assesses 

the accuracy of scene text recognition schemes 

according to a collection of word images, and it is 

defined as follows: 

# of accurate recognized words
WRA

All the words in the datasets
  (4) 

WRA means that we only count words that are 

completely correct. The NED metric is defined as 

follows [40]: 

   
1

1
ˆ ˆ1 , / ,

N

i i i i

i

Norm w w max w w
N 

  D  (5) 
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Table 2. Experimental Results of the select scene text 

cognition models [3, 5, 23, 29, 37] on the proposed dataset. 

The best method in each trained dataset category is 

highlighted. The WRA and NED denote the word 

recognition accuracy and the normalized edit distance. 

Model WRA NED 

CRNN [37] 53.04 0.78 

ROSETTA [5] 65.70 0.85 

STARNET [23] 68.74 0.86 

CLOVA [3] 69.24 0.87 

UTRNet [29] 66.93 0.86 

Baseline 66.11 0.86 

Proposed 73.94 0.91 
 

where Levenshtein Distance is shown by (:)D [22]. 

iw and iw  are ground truths corresponding to the 

text regions and predicted word strings, 

respectively. 

4.3. Implementation Details 

Every model in this work is tested and trained on a 

system equipped with an NVIDIA RTX-3090 

GPU. To ensure a fair and controlled comparison, 

we select object detection models trained on 

similar datasets. The models are trained on the 

prepared synthetic dataset. Only Persian characters 

are used during evaluation; The special letters and 

English characters are ignored. For the backbone 

feature extractor, we use a ResNet-31 [12]. The 

final model is selected according to the highest 

recognition accuracy achieved on these datasets. 

All recognition models, except UTRNeT [29], are 

trained for 200,000 iterations, whereas the 

UTRNeT model undergoes training for 50 epochs. 

The baseline model is an encoder-decoder-based 

transformer architecture with 1D SPE (See Table 1) 

with fixed frequency.  

The proposed model is only different in the PE 

module than the baseline. We follow the setting of 

[3, 33] for adjusting the hyperparameters, 

optimizers, and augmentations during training and 

inference. We use 35 classes of Persian characters 

during training. These characters are as follows: 

 
ا، آ، ب، پ، ت، ث، ج، چ، ح، خ، د ، ذ، ر، ز، ژ، س، ش، ص، 

 ض، ط، ظ، ع، غ، ف، ق، ک، گ، ل، م، ن، و، ه، ء، ی، ئ 

 

4.4. Quantitative Results 

Table 4 compares the effectiveness of the suggested 

approach (WRA) with several SOTA scene text 

recognition methods [3, 5, 21, 23, 37–39]. 

 
Figure 8. Sample qualitative results on some challenging 

images of the prepared real-world Persian dataset that 

are correctly recognized by the proposed model, where 

Other selected models [3, 5, 23, 29, 37] fail. 

 

These models are well-known deep learning 

methods, including RNN-based methods, 

alongside newer transformer-based ones. The 

proposed method achieved better WRA (73.94) and 

ED (0.91) performances than the model considered 

in the evaluations. Furthermore, our suggested 

approach surpassed the baseline by a significant 

margin. 

4.5. Qualitative Results 

We tested the models in Table 4 to demonstrate 

their performance on real-world images. To that 

effect, we evaluated the qualitative results on 

various cropped word images from the prepared 

Persian dataset, as presented in Figure 8. The 

proposed model accurately recognized word 

images with different challenges, including 

irregular text, vertically oriented, partially 

occluded text, and complex font styles. 

 

4.6. Ablation Study 

We conducted numerous ablation experiments to 

analyze the influence of the synthetic dataset we 

collected and the proposed CPE in the architecture. 

The ablation study results are presented in Tables 3 

and 4, comparing the effect of the created synthetic 

images and the utilized positional encoding, 

respectively. 
First, as presented in Table 3, we trained the models 

on synthetic images in the ITDR-Synth dataset [2], 

which led to poor performance. However, when we 

utilized our proposed synthetic dataset, the models’ 

WRA performance improved significantly. This 

confirms that training the models on the proposed 

synthetic dataset can significantly enhance 

recognition performance compared to using only 

the publicly available synthetic Persian dataset [2].  

We also experimented with different positional 

encoding schemes to compare our proposed CPE. 

As shown in Table 4, applying CPE significantly  

improved the output results compared to other 

positional encoding techniques applied to the 

baseline methods by a large margin showing its 

effectiveness in Persian scene text recognition. 
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Table 3. Experimental Results of the select scene text 

recognition models [3, 5, 23, 29, 37] on the ITDR-Synth 

[2] and our proposed dataset. The WRA and NED denote 

the word recognition accuracy and the normalized edit 

distance. 

Model Dataset WRA NED 

CRNN [37] ITDR-Synth 22.28 0.45 

ROSETTA [5] ITDR-Synth 19.26 0.44 

STARNET [23] ITDR-Synth 27.17 0.48 

CLOVA [3] ITDR-Synth 27.68 0.50 

UTRNet [29] ITDR-Synth 24.72 0.49 

Proposed ITDR-Synth 31.52 0.52 

Proposed  Our-Synth 73.94 0.91 

 
Table 4. The effect of utilizing different positional 

encoding modules in the baseline architecture. the 

definitions of all abbreviations are presented in Table 1. 

Model Positional Encoding WRA 

Baseline 1DSPE 66.11 

Baseline 2DPE 69.53 

Baseline SATRN 69.88 

Baseline 2LSPE 70.45 

Baseline CPE 73.94 

 

4.7. Limitation and Future Work 

While the proposed model achieved SOTA 

performance compared to the selected models, 

there are still many cases in which the model has 

limitations in correctly capturing all the characters 

in some challenging samples. Figure 9 illustrates 

some of these failure cases. As shown, the model 

mostly misses one or two characters. This failure is 

due to not seeing these font styles during training. 

One solution may be training the model with real-

world images of these images. 
Recognizing text in scenes is challenging because 

annotating real-world images from scratch is time-

consuming and costly. Recent AI advancements 

like DALLE [35], ChatGPT [1], and Gemini [41] 

offer potential solutions. This automation with 

cutting-edge models like [20] also addresses the 

bottleneck. Despite challenges in detecting and 

recognizing Latin text in uncontrolled 

environments, leveraging AI methodologies can 

effectively enhance model performance. 

 

5. Conclusion 

In this study, we have presented a new method for 

recognizing scene text in Persian. We have 

addressed the inherent challenges of the Persian 

script by extending a vanilla transformer 

architecture by utilizing a 2D version of Contextual 

Position Encoding (CPE). 

 

 
Figure 9. Failure example images of the proposed model. 

The black and red colors denote the ground truth and the 

output of the model. 

 

CPE enables the model to better capture the 

challenging Persian text instances in wild images. 

Furthermore, the proposed model with CPE 

inherently mitigates the challenges posed by 

abundant spacing variations within Persian scene 

text instances. This architecture was evaluated on a 

comprehensive Persian scene text recognition 

dataset and compared to several well-known scene 

text recognition models. The findings from the 

experiments have demonstrated the efficacy of the 

suggested model on the prepared dataset with word 

recognition accuracy in comparison with the 

evaluated cutting-edge techniques. We believe the 

prepared dataset and proposed model are capable 

of serving as a benchmark for future research in 

Persian scene text recognition.  
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 .1403سال  ،دوازدهم، شماره سوم دوره ،کاویمجله هوش مصنوعی و داده                                                                                           نظر زهیو  رئیسی

 

متن  مقاوم شناسایی یبرا یمتن تیموقع یرمزگذار استفاده از بر ترانسفورمر با یمبتن کردیرو کی

 های طبیعی چالش برانگیزمحیطدر  یفارس

 

 ولی محمد نظرزهی  و *زبیر رئیسی 

 .ایران، چابهار، دانشگاه دریانوردی و علوم دریایی چابهار، مخابرات دریاییگروه مهندسی الکترونیک و  

 09/12/2024 پذیرش؛ 30/10/2024 بازنگری؛ 15/07/2024 ارسال

 چکیده:

وجود . با کندمیارائه  های طبیعیاز محیطمتن  ییشناسا یبرا را یفردمنحصربه یهاچالشی خود خاص نگارش یهایژگیوبه دلیل  یزبان فارس

مطالعه،  نیاست. در ا مواجه فراوانی هایا چالشهمچنان ب ،یمانند فارس نیلات ریغ یهاخطشناسایی  ،و یادگیری عمیق یهوش مصنوع یهاشرفتیپ

 یکدگذارکه برای این منظور، . یماکرده های دلخواه تقویتها و جهتبا شکل یفارس هایوشتهن صیتشخ یبرارا  ورمرترانسفیادگیری عمیق  هیاول یمعمار

دار و جهت یکاراکترها یبرا ژهیوبه ،طبیعی ریدر تصاو یفارس هاینوشته ییتا شناسا میاهترانسفورمر اضافه کرد هیپا یرا به معمار( CPE) یمتن تیموقع

نوشته شده  یفارس یکاراکترها ه شناسایی بهترکه ب کندیمتضاد استفاده م یهاجفت داده دیتول یبرا یتیموقع عاتاز اطلا CPE. ابدیدار، بهبود فاصله

برای ، خودچالشی آماده شده را با استفاده از مجموعه داده  قیعم یریادگی شرفتهیمدل پ نیچند ن،ی. علاوه بر اکندیمختلف کمک م یهاجهت در

 صیتشخ یمعمار. میرا ارتقاء ده ییتا دقت شناسا میابر ترانسفورمر توسعه داده یمبتن یمعمار یک کرده و یابیارز از مناظر طبیعی یمتن فارس ییشناسا

کلمه  صیبه دقت تشخ ،یواقعگرفته شده تصاویر در  یمتن فارس آماده شده موجود در مجموعه داده یهابا روش سهیما در مقا یشنهادیمتن صحنه پ

 .یابدمیدست  یبالاتر

 .قیعم یریادگیترانسفورمرها،  ،یمتن تیموقع رمزگذاری ،یفارس هاینوشته، مناظر طبیعیاز متن  ییشناسا :کلمات کلیدی  

 


