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 Text summarization has become one of the favorite subjects of 

researchers due to the rapid growth of contents. In title generation, a key 

aspect of text summarization, creating a concise and meaningful title is 

essential as it reflects the article's content, objectives, methodologies, 

and findings. Thus, generating an effective title requires a thorough 

understanding of the article. Various methods have been proposed in text 

summarization to automatically generate titles, utilizing machine 

learning and deep learning techniques to improve results. This study 

aims to develop a title generation system for scientific articles using 

transformer-based methods to create suitable titles from article abstracts. 

Pre-trained transformer-based models like BERT, T5, and PEGASUS 

are optimized for constructing complete sentences, but their ability to 

generate scientific titles is limited. We have attempted to improve this 

limitation by presenting a proposed method that combines different 

models along with a suitable dataset for training. To create our desired 

dataset, we collected abstracts and titles of articles published on the 

ScienceDirect.com website. After performing preprocessing on this 

data, we developed a suitable dataset consisting of 50,000 articles. The 

results from the evaluations of the proposed method indicate 

approximately 4% improvement based on various ROUGE metrics in 

the generation of scientific titles. Additionally, an examination of the 

results by experts in each scientific field revealed that the generated titles 

are also acceptable to these specialists. 
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1. Introduction 

With the significant growth of online information 

and documents, the volume of textual data has 

increased exponentially, bringing significant 

challenges to tasks such as document management, 

text classification, and information retrieval. 

Automatic text summarization (ATS) is becoming an 

important tool to address these challenges [1]. The 

summary is defined as follows: "a text that is 

produced from one or more texts that convey 

important information in the original text, and that is 

no longer than half of the original text(s) and usually 

significantly less than that" [2]. Automatic text 

summarization is an application that has various uses. 

One of these applications is title generation for 

scientific articles, which can automatically suggest a 

suitable title for an article based on its abstract [2, 3]. 

Automatic text summarization is the production of 

concise and fluent summaries while preserving key 

information content and overall meaning. It has 

many complexities because when we summarize a 

text, we read it entirely to increase our understanding 

and then write a summary highlighting its main 

points. Since machines need more human knowledge 

and language ability, automatic text summarization 
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becomes complicated and challenging [2, 4]. The 

title of an article is a summarization of the article, 

and determining a compelling title for the article is 

very important [5]. This research aims to produce a 

suitable title for scientific articles. For this purpose, 

we propose a method to produce titles from the 

abstract of scientific articles using summarization 

methods based on deep learning and transformers. 

Transformer models, as deep neural models are 

considered suitable for natural language generation. 

Due to their success in summarizing documents [6], 

we also use transformer models to present our 

proposed method. Using these models requires a 

suitable amount of data as learning data. However, 

the absence of a rich, orderly, and regular data set 

that includes articles from various fields of science is 

challenging. On the other hand, preparing a suitable 

dataset is also very time-consuming and sometimes 

associated with limitations. Also, due to the heavy 

and bulky nature of training models and the creation 

of many parameters during model training, the 

required processes require very powerful hardware 

resources and are very time-consuming. 

The nature of the title of an article is different from 

the summary of a text. For example, the summary of 

a text should consist of complete and concise 

sentences, but a title does not have to be in the form 

of a sentence, mainly in the form of a pseudo-

sentence, and it should consist of several words that 

include essential terms. Also, sometimes 

abbreviations are used in the title of articles, which 

do not exist in the dictionary of words, so such cases 

should be considered in the production of the title. 

For this reason, unlike other research, we have 

avoided removing abbreviations, stop words, and 

numbers in preprocessing. 

This article is written in four parts. The first part 

discussed the concepts, problems, challenges, and 

importance of the subject. In the subsequent section, 

we shall examine the transformer architecture and its 

diverse methodologies, particularly in the domains of 

natural language processing, summarization, and text 

generation, as well as examine related literature. In 

the third part of the presentation, we present our 

dataset, the proposed method, and its architecture for 

conducting the research. In the fourth part, we will 

report the results and evaluations. 

 

2. Background 

Deep Neural Networks (DNN) are an essential 

infrastructure and advanced solution for most 

learning-based text-processing tasks. However, most 

common neural network techniques need to retain 

the true meaning of the context [4, 7]. Transformers 

are a type of deep neural network that solves this 

problem. Transformers use a "multi-head self-

attention" mechanism to extract features. Unlike 

conventional DNN methods, transformers use the 

attention mechanism to learn a complete part of a 

sequence with the help of encoding and decoding 

blocks. One of the critical advantages of transformers 

over conventional DNN methods is their ability to 

truly understand the context due to their attention 

mechanisms.  

 

2.1. Transformer model architecture 

Transformers architecture may change for different 

applications based on their specific needs. The basic 

architecture of transformers is developed based on 

the autoregressive sequence transformation model, 

which includes two main modules: Encoder and 

Decoder. These modules are executed several times 

depending on the task requirements. Encoder and 

Decoder modules contain several layers. Attentional 

mechanisms are also used in the general architecture 

of the transformer model for text-processing tasks, as 

shown in Figure 1. The attention mechanism is 

implemented several times in parallel in the 

transformer architecture, which is why several 

"Heads" exist in this architecture [8]. 

 

2.1.1. Encoder module 

The stack module in the transformer architecture 

consists of two primary layers: the "Feed Forward” 

and the “Multi-Head Attention”. In addition, it 

contains the remaining connections around both 

layers and two layers of Add & Norm, which play a 

critical role [8]. In the case of text processing, the 

Encoder module receives an embedded input that is 

created based on the meaning and position 

information of the input through the Embedding and 

Position Encoding layers. From the embedded input, 

three matrices (Query(Q), Key(K), and Value(V)) 

are generated along with positional information that 

passes through the "Multi-Head Attention" layer [9]. 

The Feed Forward layer addresses the issue of rank 

degradation that can occur in the computation 

process. In addition, a normalization layer is applied 

to each step, which reduces the dependency between 

layers by normalizing the weights used in the 

gradient calculation in each layer. As shown in 

Figure 1, to address the issue of Vanishing Gradient, 

Residual Connection is applied to every output of 

both the attention and Feed-Forward layers [9]. 
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Figure 1. Transformer architecture [8]. 

 

2.1.2. Decoder module 

The Decoder module in the transformer architecture 

is similar to the Encoder module, which, in addition 

to Feed-Forward, multi-head Attention, Residual 

Connection, and Add & Norm layers, also has 

"Masked Multi-Head Attention" layers. These layers 

use the Scaled Dot Product and Mask operations to 

exclude future predictions and consider only 

previous outputs [9]. 

The attention mechanism is applied twice in the 

Decoder: one for computing Attention between 

elements of the targeted output and another for 

finding Attention between the encoding inputs and 

targeted output. Each attention vector is then passed 

through the Feed-Forward unit to make the output 

more comprehensible for the layers. Next, the 

decoding result produced by the Linear and SoftMax 

layers is obtained on top of the Decoder to calculate 

the final output of the transformer architecture.[8]. 

 

2.2. Transformer models for summarization  

Article title generation is in the context of natural 

language processing and the subcategory of text 

summarization. Therefore, in this section, we will 

review the common transformer models in text 

summarization. Figure 2 shows the commonly used 

transformer models in the summarization. Various 

models of transformers have been proposed in 

summarizing the text, and some of the models that 

have had more successful results include the 

following: 

- PEGASUS: This model is a good text 

summarization model that uses a transformer 

Encoder and Decoder modules [10]. While models 

based on masked language modelling cover only a 

tiny part of the text, PEGASUS hides the entire 

multiple sentences, selects the masked sentences 

based on their importance, and produces them as 

output. This model has shown remarkable 

performance on unknown summarization datasets. 

- T5: The T5 model is based on the transformer 

architecture and the text-to-text approach. T5's 

ability to capture hierarchical representations, 

manage long-range dependencies, and transfer 

learning has contributed to its success in various 

NLP applications. T5 also has positional encoding 

to encode the positional information of the input 

sequence. This positional encoding helps the 

model understand the order and position of tokens 

in the sequence, which is crucial for capturing the 

ordinal nature of the language. Instead of having 

task-specific architectures, this model considers 

all NLP tasks as a text-to-text mapping problem. 

This means that input and output are treated as text 

strings, allowing T5 to perform various tasks 

using a unified framework. This approach reduces 

the complexity of developing and maintaining 

separate models for each task [11]. 

- BART: This is a pre-trained model consisting of 

Bidirectional and Auto-Regressive transformers. 

BART is a denoising autoencoder built with a 

sequence-by-sequence model and can be used for 

a wide range of end-to-end tasks (prediction, 

generation, etc.) [12]. Pretraining has two steps: 

first, the text is corrupted with an arbitrary noise 

function, and then a sequence-by-sequence model 

is trained to reconstruct the original text. BART 

uses a standard transformer-based neural machine 

translation architecture that, despite its simplicity, 

can be used as a generalization of BERT (due to 

bidirectional encoding), GPT (due to left-to-right 

decoding), and many other pre-trained schemes. 
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Figure 2. Division of transformer models [9]. 

 

2.3. Evaluation measures 

ROUGE (Recall-Oriented Understudy for Gisting 

Evaluation) is a set of metrics used to evaluate the 

quality of summaries and generated text, particularly 

in natural language processing tasks like automatic 

summarization and title generation. In line with 

contemporary research in summarization and text 

generation, we employ the ROUGE measures for 

evaluation. In the context of scientific title generation, 

ROUGE metrics are crucial for evaluating the quality 

of automatically generated titles reflect the essence 

of the original articles. Here’s why they are 

important: 

 

- Quality Assessment: They provide quantitative 

measures to assess the quality of generated titles 

against human-written titles. 

- Comparative Analysis: Different models or 

algorithms can be compared based on their 

ROUGE scores to determine which one produces 

better titles. 

- Model Tuning: ROUGE scores can guide the 

tuning and optimization of title generation models, 

helping to improve performance iteratively. 

While ROUGE is widely used, it has some 

limitations: 

 

- Surface-Level Matching: ROUGE primarily 

measures surface-level overlap and may not 

capture semantic similarity well. 

- Sensitivity to Reference Quality: The quality and 

number of reference titles can significantly affect 

ROUGE scores. 

- Lack of Context Understanding: ROUGE does 

not account for context or nuances in meaning, 

which can lead to misleading evaluations. 

ROUGE metrics quantify the overlap of units such as 

n-grams, word sequences, and word pairs between 

the summaries generated by the machine (to be 

evaluated) and the ideal human-generated summaries. 

ROUGE-N specifically measures the n-gram overlap 

between the generated summary and a predefined set 

of reference summaries (RSum), as defined by (1) 

[21]: 

 

(1)( ){ }

( ){ }

ROURGE N

Count ngrams RSum ngram S match

Count ngrams RSum ngram S

− =

  

  
 

In (1), ngram represents reference grams, and 

𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ  is the maximum number of overlaps 

between grams in candidate and reference 

summaries. The denominator of ROUGE-N counts 

the number of grams that match the candidate and the 

reference, and the fraction's denominator counts all 

reference grams. 

ROUGE-L uses the longest common subsequence 

(LCS) and F-measure to estimate the similarity 

between two summaries: the Candidate Summarize 

S_can with length l_a and the Reference Summarize 

S_ref with length l_e [15]. The calculations related to 

ROUGE-L are given in (2), (3), and (4). 

(2)
( , )LCS S Scanref

recall
lcs le

=

 

(3)
( , )LCS S Scanref

precision
lcs la

=

 

(4)
recall precision

lcs lcsROUGE L
recall precision

lcs lcs


− =

+

 

ROUGE-Lsum divides the text into sentences based 

on newlines (based on the \n character), calculates 

LCS for each pair of sentences, and calculates the 
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average score for all sentences. In the end, we 

consider ROUGE-1, ROUGE-2, ROUGE-L, and 

ROUGE-Lsum measures and the length of the 

generated title (Gen_Len) as evaluation measures. In 

the end, we consider ROUGE-1, ROUGE-2, 

ROUGE-L, and ROUGE-Lsum measures and the 

length of the generated title (Gen_Len) as evaluation 

measures.  

The values range of all ROUGE measures are from 0 

to 1, where 0 indicates no overlap, and 1 indicates 

perfect overlap. In practice, scores are often 

expressed as percentages (e.g., a ROUGE score of 

0.4 may be reported as 40). 

However, it's important to complement ROUGE 

measures with other qualitative assessments to gain 

a comprehensive understanding of title quality. We 

have utilized expert opinions from each field 

alongside the ROUGE metrics to evaluate the quality 

of our generated titles. This way, we aim to address 

the limitations of the ROUGE metric and achieve a 

better assessment of the results. 

 

2.4. Literature Review 

In the context of title generation, as a branch of 

summarization, transformer methods is usually used 

to achieve better results. Ting Zhang et al. [13] 

presented a method to automatically generate the title 

of pull requests (PR) related to Github. This method 

used a dataset containing 43,816 PRs from 495 

GitHub repositories. BART, T5, and BERTSumExt 

models were used to generate automatic PR titles, 

and the BART method performed better than other 

methods, with a significant difference. This approach 

obtained values of 47.22, 25.27, and 43.12 for 

Rouge-1, Rouge-2, and Rouge-L measures, 

respectively. 

Fengji Zhang et al. [14] presented a method for 

generating titles for Stack Overflow posts using 

advanced transformers. They used a big dataset of 

890,000 Stack Overflow posts containing questions 

about coding in eight programming languages. The 

method used is M3NSCT5, which is based on the T5 

method. Finally, Rouge-1, Rouge-2, and Rouge-L 

measure for eight programming languages: Python: 

35.58, 13.28 and 33.03; C#: 31.75, 12.14 and 30.09; 

Java: 32.94, 11.81 and 30.90; JavaScript: 33.64, 

11.71 and 31.65; PHP: 34.53, 11.46 and 31.84; C: 

31.22, 10.73 and 29.43; Ruby: 34.77, 13.14 and 

32.70; Go: 33.60, 12.23 and 31.74 were obtained 

respectively. 

Also, in another research [15], Fengji Zhang et al. 

researched generating question titles in Stack 

Overflow to improve Stack Overflow question titles. 

This method used a dataset containing 200,000 high-

quality Stack Overflow questions. The approach 

used is CCBERT, which is based on BERT. The 

CCBERT approach achieved the Rouge-1, Rouge-2, 

and Rouge-L measures for questions related to the 

Java programming language, with values of 43.06, 

21.15, and 41.76, respectively. For Python 

programming language questions, the values are 

46.69, 22.50 and 44.86, respectively; For the 

JavaScript programming language questions, get the 

values of 44.53, 21.05 and 42.80, respectively; and 

finally, for the PHP programming language 

questions, get the values of 45.60, 22.35 and 43.87 

respectively. 

Ting Zhang et al. [16] introduced an approach for 

automatically generating the title of GitHub Issues, 

which suggested suitable titles to users. The dataset 

used in this research is 267,094 GitHub issues, and 

their approach is iTiger. This approach is based on 

BART and obtained the values of 40.67, 20.60, and 

37.26 for the Rouge-1, Rouge-2, and Rouge-L 

measures, respectively, for generating issue titles. 

Ke Liu et al. [17] presented a transformer-based 

approach for generating Stack Overflow post titles. 

The dataset is 284,000 high-quality question posts 

for four programming languages: Java, C#, Python, 

and JavaScript. The team's SOTitle approach is 

based on a well-tuned T5 pre-trained model. Finally, 

Rouge-1, Rouge-2, and Rouge-L measures for Java 

programming language are 29.32, 10.98, and 27.28, 

respectively; For C# programming language, 29.55, 

11.96, and 27.61 respectively; 31.84, 11.96, and 

29.28 were obtained for Python programming 

language and 31.15, 11.82 and 28.82 respectively for 

JavaScript programming language. 

Shehab Abdel-Salam and Ahmed Rafea [18] 

proposed an approach for text summarization called 

SqueezeBERT. They used CNN.DM dataset and 

obtained the Rouge-1, Rouge-2, and Rouge-L 

measures of 43.23, 20.24, and 39.63 for the BERT-

base. They obtained values of 42.54, 19.53, and 

38.86 for DistilBERT and 42.51, 19.56, and 38.92 for 

SqueezeBERT. Table 1 shows recent research in title 

generation and summarization, along with the 

methods, measures, and datasets used. 

 

3. Proposed method 

Our research aims to present a practical method for 

preparing the title of scientific articles based on the 

abstract section of the articles. We have used 

transformer models for our proposed method. For 
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this purpose, after examining different models, in our 

proposed method, we have used a combination of 

BART, T5, and finally, PEGASUS models (all based 

on the basic model) in the form of a particular routine 

for different steps on the collected data set. In the 

following, we will introduce the proposed 

architecture and details of implementing the 

proposed method. 

 

Table 1. Recent researches in the title generation by 

transformer methods. 

Reference Year Method Dataset * Measure 

[13] 2022 BART 

43,816 PR titles on 

495 GitHub 

repositories 

Rouge-1 = 47.22, 

Rouge-2 = 25.27, 

Rouge-L = 43.12 

[14] 2023 M3NSCT5 

890,000 question 

posts on Stack 

Overflow 

Rouge-1 = 35.58, 

Rouge-2 = 13.28, 

Rouge-L = 33.05 

[15] 2022 CCBert 
200,000 questions on 

Stack Overflow 

Rouge-1 = 47.03, 

Rouge-2 = 23.50, 

Rouge-L = 45.15 

[16] 2022 
iTAPE, 

iTIGER 

267,094 GitHub 

Issues 

Rouge-1 = 40.67, 

Rouge-2 = 20.6, 

Rouge-L = 37.26 

[17] 2022 SOTitle 

284,000 posts of 

programming 

languages on Stack 

Overflow 

Rouge-1 = 31.82, 

Rouge-2 = 11.98, 

Rouge-L = 29.28 

[18] 2022 
BERT-

base 
CNN/DM Dataset 

Rouge-1 = 43.23, 

Rouge-2 = 20.24, 

Rouge-L = 39.63 

* These Results are the maximum results for these experiences. 

 

3.1. Data set 

This section discusses how to prepare the data set and 

related challenges. The raw and unprocessed dataset 

was extracted from the ScienceDirect.com website, 

which contains an extensive collection of scientific 

and research articles in various fields of science 

(technical and engineering, medicine, humanities, 

natural sciences, economic sciences, etc.). The 

articles used have been selected from various 

scientific fields, and they include articles whose 

publication date is between 2020 and 2023. From 

each article, only their title and abstract are 

considered. The possibility of a direct search of the 

ScienceDirect.com website has been used to extract 

the title and abstract of the articles. 

After the data extraction phase, the challenge in the 

dataset preparation phase is the possibility of miss 

values, and especially the abstract section not being 

the same in different articles. (According to the types 

of the articles, the abstract section may be one section 

or contain several sections such as Introduction, 

Methods, Result, and Conclusion sections). We only 

 
1 https://github.com/mohammadpur/PTRP/blob/main/PTRP.csv  

used articles whose abstract section was one part. 

Finally, we have collected all the extracted data in a 

dataset with two attributes, Abstract and Title, for 

each item. To achieve the appropriate volume, 

50,000 articles were collected after preprocessing. 

The prepared dataset is available in GitHub1. 

 

3.2. Structure of the proposed method 

Fig. 3 shows the architecture of our proposed method. 

In general, this research used an approach that links 

the results of the PEGASUS, T5, and BART models 

separately with TextRank. Then, their output is sent 

separately to other PEGASUS, T5, and BART 

models. The reason for this action is based on our 

finding that general models like BERT, T5, and 

PEGASUS are optimized for constructing complete 

sentences, but their ability to generate scientific titles 

is more limited. By training the models in two stages 

on the prepared data, our goal is to refine the models' 

focus on the structure of scientific titles, resulting in 

a significant improvement in the quality of generated 

content. Based on the results of various efforts to 

generate article titles, it was found that in the first 

stage, the generated title consists solely of important 

keywords from the original text. In the second stage, 

by presenting the outcome of the first stage along 

with the original text, the generated title is 

significantly improved. In the following, we will 

describe the implementation steps of the proposed 

method in detail. 

 

3.2.1. Preprocessing 

After preparing the data set, preprocessing is done on 

the data set. Figure 4 shows the preprocessing steps 

that include the following tasks: In the first step, all 

letters are converted to lowercase. Then, to ensure 

that the title or abstract field was not mistakenly null 

during the data collection stage, the records with a 

null value in the title or the abstract are deleted. In 

the third step, the duplicate records are removed. 

Next, the HTML tags are removed. Finally, signs and 

punctuation marks are removed (except point signs). 

 

As the title of the article may contain numbers and 

abbreviations, the decision was made to refrain from 

removing numbers, abbreviations, and stop words. 

After these steps, final dataset has 50,000 records. 

The dataset is divided into 60% (i.e. 30,000 records) 

training data, 20% (i.e. 10,000 records) evaluation 

data, and 20% (i.e. 10,000 records) experimental data. 
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Figure 3. Architecture of the proposed model. 

 
Figure 4. Preprocessing stages. 

 

3.2.2. Tokenization 

In this step, we identify and separate a list of tokens 

and send it to the tokenizer. Given that 

summarization and title generation rely on sequence-

by-sequence methods, the model utilized for this 

purpose must adhere to a sequence-by-sequence 

architecture. Additionally, AutoTokenizer from the 

same model is employed for tokenization. 

As a result of varying token lengths, padding was 

implemented to standardize the token size. The 

maximum token length served as the reference, 

ensuring all tokens matched this length. 

Subsequently, for batch processing, titles and 

abstracts were categorized as Key-Value pairs. This 

format was utilized for training, evaluation, and 

testing data processing into DataFrame form. 

 

3.2.3. Implementation of basic models 

As previously stated, this study employs BART, T5, 

and PEGASUS transformer models to generate titles 

for scientific articles. Upon loading these models, 

computations pertaining to training and evaluation 

are carried out until the entire training process is 

finalized. Subsequently, the trained model is saved, 

and the experimental data is assessed using the saved 

model. 

 

3.2.4. Embedding and TextRank 

During this stage, an initial prediction is formulated 

utilizing the preserved model while taking into 

account a masked attention layer. Subsequently, the 

word embedding process is initiated. At this juncture, 

the Glove word embedding is imported, featuring a 

compilation of word vectors trained on six billion 

words sourced from the Wikipedia and Web Text 

repositories. Each entry comprises a word paired 

with the corresponding values of its hundred-

dimensional vector. Following the word embedding 

phase, the TextRank technique is employed to 

prioritize the sentences within the abstracts of the 

articles [19]. 

The TextRank algorithm is characterized as an 

unsupervised extractive text summarization 

technique. Within the TextRank framework, the 

entirety of the document's text is amalgamated, 

subsequently segmented into individual sentences. 

Following this segmentation, the word embedding 

process is executed for each sentence, generating the 

corresponding word vectors. The similarity between 

these word embeddings is computed and recorded in 

a similarity matrix. This matrix is transformed into a 

graph structure, with sentences acting as nodes and 

similarity scores serving as edges. Through this 

iterative process, sentences with the highest ranking 

are selected for inclusion in the final summary [20]. 

 

3.2.5. Implementation of the second model 

In the subsequent stage, a novel column titled 

"second_abstract" is appended to the dataset, 

containing the following information: initially, the 

primary title derived in the preceding phase is placed, 

followed by arranging sentences from the articles' 

abstracts based on their TextRank score. 

Subsequently, the "second_abstract" column is 

integrated as an additional abstract column in the 

train, validation, and test datasets. Post the 

tokenization procedure, the refined dataset is 

inputted into the model. The second model mirrors 

the first model, operating with identical parameters 

and configurations. Upon model execution, the 

outcomes are evaluated. 

 

4. Results and evaluation 

As previously stated, we generated titles for 

scientific articles through the creation of a unique 
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and tailored dataset, employing meticulous 

preprocessing techniques, and ultimately leveraging 

transformer models (BART, T5, and PEGASUS) in 

conjunction with the TextRank method. The 

subsequent section delineates and assesses the 

outcomes derived from the application of the 

aforementioned methodologies. 
 

Table 2. Specifications and parameters of BART, T5, and 

PEGASUS models. 

Pegasus T5 BART 

vocab_size = 50265 

max_position_embe

ddings = 1024 

encoder_layers = 12 

encoder_ffn_dim = 

4096 

encoder_attention_h

eads = 16 

decoder_layers = 12 

decoder_ffn_dim = 

4096 

decoder_attention_h

eads = 16 

encoder_layerdrop 

= 0 

decoder_layerdrop 

= 0 

use_cache = True 

is_encoder_decoder 

= True 

activation_function 

= 'gelu' 

d_model = 1024 

dropout = 0.1 

attention_dropout = 

0 

activation_dropout 

= 0 

init_std = 0.02 

decoder_start_token

_id = 0 

scale_embedding = 

False 

pad_token_id = 0 

eos_token_id = 1 

forced_eos_token_i

d = 1 

vocab_size = 32128 

d_model = 512 

d_kv = 64 

d_ff = 2048 

num_layers = 6 

num_decoder_layer

s = None 

num_heads = 8 

relative_attention_b

uckets = 32 

relative_attention_di

stance = 128 

dropout_rate = 0.1 

layer_norm_epsilon 

= 1e-06 

initializer_factor = 

1.0 

feed_forward_proj 

= 'relu' 

is_encoder_decoder 

= True 

use_cache = True 

pad_token_id = 0 

eos_token_id = 1 

classifier_dropout = 

0 

vocab_size =50265 

max_position_embe

ddings = 1024 

encoder_layers = 12 

encoder_ffn_dim = 

4096 

encoder_attention_h

eads = 16 

decoder_layers = 12 

decoder_ffn_dim = 

4096 

decoder_attention_h

eads = 16 

encoder_layerdrop 

= 0  

decoder_layerdrop 

= 0 

activation_function 

= 'gelu' 

d_model = 1024 

dropout = 0.1 

attention_dropout = 

0 

activation_dropout 

= 0 

init_std = 0.02 

classifier_dropout = 

0 

scale_embedding = 

False 

pad_token_id = 1 

eos_token_id = 2 

is_encoder_decoder 

= True 

decoder_start_token

_id = 2 

forced_eos_token_i

d = 2 

 

4.1. Model settings 

Given the utilization of BART and T5 transformer 

models in recent research on summarization and text 

generation [13], [14], [16], [17], we have similarly 

employed the basic versions of these models, 

aligning our parameters with the optimal settings 

identified in the literature. Furthermore, we have 

harmonized the parameter configurations of the 

PEGASUS model to maintain consistency. Table 2 

encapsulates the specifications and parameters of the 

BART, T5, and PEGASUS models, focusing on their 

fundamental characteristics. These specifications 

closely resemble those of the BART and PEGASUS 

models. 

In the proposed model, following thorough 

experimentation with various settings, we have 

identified the most appropriate values for batch size, 

number of iterations, number of steps, and other 

variables, as detailed in Table 3. Given the utilization 

of three distinct transformer models (BART, T5, and 

Pegasus), these values have been uniformly applied 

with identical conditions across all three models. 

 

4.2. Checking the results 

The final results derived from the implementation of 

the proposed method, as per the specified evaluation 

criteria, are presented in Tables 4, 5, and 6. Table 4 

displays the outcomes of the 

BART_TextRank_BART (BTRB) model, Table 5 

shows the results of the T5_TextRank_T5 (T5TRT5) 

model, while Table 6 exhibits the findings of the 

Pegasus_TextRank_Pegasus (PTRP) model. 
 

Table 3. Settings of the proposed model. 

Setting Title Value 

    seed 42 

    data_seed 42 

    num_train_epochs  4 

    do_train True 

    do_eval True 

    per_device_train_batch_size 2 

    per_device_eval_batch_sizee 2 

    warmup_steps 200 

    weight_decay 0.05 

    label_smoothing_factor 0.05 

    predict_with_generate True 

    logging_dir Logs 

    logging_steps 15000 

    evaluation_strategy Steps 

    save_total_limit 4 

    save_strategy Steps 

    save_steps 15000 

    load_best_model_at_end True 

 

Table 4. The results of the BTRB model 

Step Rouge-1 Rouge-2 Rouge-L Rouge-Lsum Gen Len 

15,00

0 
50.81 29.88 44.23 44.29 18.47 

30,00

0 
50.74 29.82 44.18 44.23 18.42 

45,00

0 
50.76 29.83 44.18 44.23 18.47 

60,00

0 
50.78 29.83 44.19 44.24 18.48 

 

Table 5. The results of running the T5TRT5 model 

Step Rouge-1 Rouge-2 Rouge-L Rouge-Lsum Gen Len 
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15,000 49.43 28.06 42.43 42.51 16.65 

30,000 49.66 28.26 42.68 42.76 16.71 

45,000 49.31 27.87 42.35 42.44 16.71 

60,000 49.44 27.81 42.31 42.39 16.95 

Table 6. The results of PTRP model implementation. 

Step Rouge-1 Rouge-2 Rouge-L Rouge-Lsum Gen Len 

15,000 52.13 30.58 45.08 45.15 15.92 

30,000 52.35 30.80 45.31 45.39 16.04 

45,000 52.36 30.81 45.33 45.40 16.05 

60,000 52.30 30.72 45.24 45.31 16.16 

 

Furthermore, Figure 5 illustrates the training and 

evaluation errors chart for the BTRB model, Figure 

6 depicts the corresponding chart for the T5TRT5 

model, and Figure 7 showcases the training and 

evaluation errors chart for the PTRP model. 

 

4.4. Comparative Analysis of BTRB, T5TRT5, 

and PTRP Methods Utilizing Experimental Data 

Upon executing the BTRB, T5TRT5, and PTRP 

methodologies on the test dataset, the metrics for 

Rouge-1, Rouge-2, Rouge-L, Rouge-Lsum, and 

Gen-Len are detailed in Table 7. The findings 

demonstrate that the proposed approach 

outperformed prior studies by incorporating all three 

models (BART, T5, and PEGASUS), as illustrated in 

Table 1. Furthermore, according to the outcomes 

presented in Table 7, the PTRP model exhibited 

superior performance compared to the alternative 

methods. 

 
Figure 5. Training and evaluation errors chart of the BTRB 

model on the training data set. 

 

Figure 6. Training and evaluation errors chart of the 

T5TRT5 model on the training data set. 

 
Figure 7. Training and evaluation errors chart of the PTRP 

model on the training data set. 

Table 7. The results of running PTRP, T5TRT5, and BTRB 

models on the test data set. 

Gen_Len Rouge-LSum Rouge-L Rouge-2 Rouge-1 Model 

18.36 44.55 44.52 30.06 50.92 BTRB 
17.20 44.52 44.48 30.09 51.07 T5TRT5 
16.96 47.94 47.89 33.61 54.87 PTRP 

 

Table 8. A Sample of output from the Execution of BTRB, 

T5TRT5, and PTRP. 

Abstract of the article: 

Podcasting is used in higher education to share various 

digital resources with students. This review aims to 
synthesize evidence on podcasting in nursing and midwifery 
education. PubMed, Medline, Cinahl, Scopus, and Eric 
databases were searched using key terms. Two hundred 

forty-two articles were found and screened. Data extraction, 
quality assessment, and data analysis, underpinned by a 
social media learning model, were conducted on relevant 

studies. Twenty-six studies were included in the review. 
Three themes emerged: 1) learning and other outcomes, 2) 
antecedents to learning, and 3) learning process. Students 

acquired new knowledge and skills by using podcasts, and it 
also improved clinical confidence. The organization of 
podcasting, digital literacy, e-professionalism, learners' 

motivation, and flexible access to technology impacted the 
delivery of this educational intervention. Mechanisms that 
affected the learning process were the speed of exchange, 
the type of social media user, the timeframe, the quality of 

information, the functionality of podcasts, and other 
learning activities. This review synthesized evidence of 
podcasting in nursing and midwifery education. The 

technology was seen as a positive learning tool, but more 
robust research is needed to examine its efficacy in 
improving learning outcomes. 

The title of the article: 
Podcasting in nursing and midwifery education: an integrative review 

Title generated using the BTRB model: 

Digital entrepreneurship in nursing and midwifery education: 
a systematic review 
Title produced using T5TRT5 model: 

A review of podcasting in nursing and midwifery education 
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Title generated using PTRP model: 

Podcasting in nursing and midwifery education: a systematic 

review 
 

4.5. Analyzing the results of the models 

We utilized a large number of outputs from our 

proposed models for generating article titles and 

evaluated the obtained outputs from the perspective 

of an expert person in each field. The evaluation 

results indicate that the proposed methods, especially 

the PTRP method, have successfully generated 

acceptable titles for scientific articles. For example, 

a sample of the outputs is provided in Table 8. 

Table 8 presents example of article titles generated 

from the abstract utilizing the BTRB, T5TRT5, and 

PTRP models. As it is seen, the generated titles 

demonstrate exceptional quality.  

Nevertheless, to enhance and refine the outputs 

further, an expert person evaluation is imperative. 

This evaluation entails experts and researchers from 

respective scientific domains assessing the generated 

titles by appraising the articles in their specific fields. 

And, if the quality of the output is low in a certain 

field, by strengthening the dataset related to that field, 

it is possible to produce more suitable outputs. 

 

5. Conclusion 

The title of a text should encapsulate the essence of 

the content concisely and accurately, using minimal 

terminology. Our study introduces innovative 

models derived from foundational text-processing 

frameworks. The findings demonstrate the potential 

of deep learning techniques, particularly transformer 

models, in automating summarization and title 

generation, especially for scientific articles. Models 

like BERT, T5, and PEGASUS are optimized for 

constructing complete sentences, but their ability to 

generate scientific titles is more limited. By training 

the models in two stages on the prepared data, we aim 

to direct the models' focus towards the structure of 

scientific titles, resulting in a significant 

improvement in output. The empirical evidence 

highlights the superior performance of the PTRP 

model, combining PEGASUS and TextRank. This 

research emphasizes the critical impact of a 

comprehensive and well-structured dataset on 

achieving optimal outcomes. While quantity plays a 

role, the quality of the dataset is paramount. 

Furthermore, we have created a diverse dataset of 

article titles and abstracts across various scientific 

disciplines, providing a valuable resource for future 

investigations in this field. The PTRP method has 

shown its effectiveness in suggesting suitable titles 

based on article abstracts. Comparing these results 

with previous methods reveals approximately 4% 

improvement based on various ROUGE metrics. 

Moreover, the positive evaluation by expert persons 

confirms the high quality of the results and validates 

the PTRP method as a highly efficient approach. 
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 چکیده:

 یهارمجموعهیاز ز یکیشده است.  لیتبد نیاز موضوعات مورد علاقه محقق یکیمختلف به  یمطالب و محتواها عیرشد سر لیمتون به دل یسازخلاصه

عنوان مناسب  کیاز آن جهت که اهمیت بسیاری برخوردار است. از باشد که برای متن میو معنادار  مناسبعنوان  کی جادیمتن، ا یسازخلاصه یدیکل

در  یمختلف یهااسددت. روشمتن مسددتل م درک کامل  مناسددبعنوان یک تولید ، باشدددمتن  یهاافتهیو  هااهداف، روش ،محتوامنعکس کننده تواند یم

 یمبتن یهابا استفاده از روش یمقالات علم یعنوان برا دیتولروش  کیمقاله  نیدر اما اند. شده شنهادیپ نیخودکار عناو دیتول یمتن برا یسازخلاصه

 یهابر ترنسفورمرها که عمدتا با عنوان مدل یمبتن ی. مدل هادینمایمقاله استفاده م دهیمقاله از چکعنوان  دیتول یکه براایم نمودهمرها ارائه ربر ترنسفو

 دیتول یآنها برا ییاند، اما تواناشدده نهیسداخت جملات کامل به یشدوند برایشدناخته م PEGASUSو   BERT ،T5شدده مانند  دهیاز قبل آموزش د

سع یعلم نیعناو ست. ما  ستفاده از  یهاکه مدل یشنهادیرا با ارائه روش پ تیمحدود نیا میاکرده یمحدود ا سب  کیمختلف را با ا مجموعه داده منا

ایجاد  ScienceDirect.com تیمقالات منتشددر شددده در و  سددا نیها و عناودهیچکرا براسددا  مجموعه داده این . میخشددببهبود ب ،ددهیآموزش م

شکل از  کی، هاپس از انجام پردازشایم. نموده سب مت صل از ارز جی. نتامیاهکرد جادیمقاله ا 50000مجموعه داده منا از  یحاک یشنهادیروش پ یابیحا

توسط  عناوین تولید شده یبررس ن،یمشابه است. علاوه بر ا یهانسبت به روش یعلم نیعناو دیدر تول ROUGE یارهایبر اسا  مع یدرصد 4بهبود 

  .باشدمیمتخصصان  نیمورد قبول ا نیکه عناو دهدمینشان  یمتخصصان هر رشته علم
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