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 A chatbot is a computer program system designed to simulate human-

like conversations and interact with users. It is a form of conversational 

agent that utilizes Natural Language Processing (NLP) and sequential 

models to understand user input, interpret their intent, and generate 

appropriate answer. This approach aims to generate word sequences in 

the form of coherent phrases. A notable challenge associated with 

previous models lies in their sequential training process, which can 

result in less accurate outcomes. To address this limitation, a novel 

generative chatbot is proposed, integrating the power of Reinforcement 

Learning (RL) and transformer models. The proposed chatbot aims to 

overcome the challenges associated with sequential training by 

combining these two approaches. The proposed approach employs a 

Double Deep Q-Network (DDQN) architecture with utilizing a 

transformer model as the agent. This agent takes the human question as 

an input state and generates the bot answer as an action. To the best of 

our knowledge, this is the first time that a generative chatbot is proposed 

using a DDQN architecture with the embedded transformer as an agent. 

Results on two public datasets, Daily Dialog and Chit-Chat, validate the 

superiority of the proposed approach over state-of-the-art models 

employing various evaluation metrics.  
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1. Introduction 
A chatbot, in simple terms, is a virtual conversation 
partner powered by Artificial Intelligence (AI) and 
NLP[1]. Powered by artificial intelligence (AI), 
chatbots are rapidly becoming ubiquitous across 
numerous industries. They act as virtual agents, 
transforming how we interact with various sectors 
such as customer service and marketing [2, 3], 
education [4], Deaf people [4-6], banking and 
insurance [5-7], data collection and management [8], 
Unified Modeling Language (UML) modeling [9], 
reading comprehension [10], and health [10, 11]. The 
key to designing an effective chatbot is generating 
bot answers that are semantically relevant to the 
human question [12]. In recent years, with the 
development of Large Language Models (LLMs), 
chatbots have made significant advancements in their 
sophistication. There are several well-known 
chatbots based on LLMs such as: ChatGPT, Gemini, 

etc  [13].  Each of them has its own strengths and 
areas of expertise. Alongside their numerous 
advantages, these types of chatbots have various 
challenges such as: computational cost especially for 
real-time chatbot applications and lack of 
explainability and transparency [14].  In recent years, 
various AI-based models have been developed that 
can be divided into three main categories: Retrieval-
based, Generative-based, and Hybrid approach.  
The retrieval-based method entails selecting the most 

similar answer from a dataset of predefined bot 

phrases, using functional scoring metrics [15].  

The key to retrieval-based chatbots is question-

answer matching. To compute the similarity between 

the human question and bot answer, some 

approaches are presented.   Lowe et al. [16] proposed 

a TF-IDF vectors of both the human and bot phrases 

https://doi.org/10.22044/jadm.2024.14466.2549
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that are computed by concatenating the TF-IDF 

scores. The candidate bot answer with the highest 

cosine similarity to the human question vector is 

selected as the final answer from the bot. While TF-

IDF is simple to use and doesn't require training on a 

dataset, it lacks accuracy. Recent advancements in 

computer vision using deep neural networks (DNNs) 

have inspired researchers to explore similar 

approaches for NLP tasks like question-answer 

matching. Models such as Recurrent Neural 

Networks (RNNs), Long Short-Term Memory 

(LSTM), and Gated Recurrent Units (GRUs) have 

been applied to this problem. Among these, LSTM 

models have demonstrated superior performance 

compared to both RNNs and TF-IDF in answer 

selection [17]. Additionally, Shu et al. [18] proposed 

a retrieval-based model that combines keyword 

extraction modules and a two-stage transformer to 

search for bot answers related to the human question. 

Retrieval-based chatbots, though widely studied, 

have significant drawbacks. Unable to create original 

answers, they are limited to reusing phrases from 

their stored database. This constraint restricts the 

chatbot's ability to provide diverse answers and 

necessitates a substantial database for effective 

operation. 
Generative-based approach learns patterns from 
training data using deep learning models to generate 
relevant answer. This approach typically is built on 
Sequence to Sequence (Seq2Seq) learning models 
that can lead to increasing the generalization and 
performance compared to retrieval-based models 
[19-22]. Lin et al.[23] presented an end-to-end 
empathetic chatbot called CAiRE. This model 
utilizes a large-scale pre-trained language model as 
its foundation, which is then fine-tuned using a 
combination of objectives. However, the challenge 
of dealing with the sequential nature of models still 
persists, which can potentially result in less accurate 
outcomes. To address this challenge, recent 
advancements in transformer models [24-28] can be 
utilized to take advantage of parallel computing and 
the self-attention mechanism in these models [29]. 
Zhang et al. [30] introduced powerful model for 
generating natural language answers in dialogues 
called Dialogue Generative Pre-trained Transformer 
(DIALOGPT). Zhou, H., et al. [31] leverage emotion 
states to train their model, allowing it to capture and 
express a range of emotions in its responses. The pre-
trained model PLATO [32] analyzes conversations 
using underlying representations to capture their 
essence. It then utilizes attention mechanisms to 
combine this extracted information with the inherent 
qualities of the dialogue. Yanjie Gou et al. [33] 
proposed the context-aware memory enhanced 
transformer framework (COMET) as an approach 

that incorporates knowledge bases into end-to-end 
task-oriented dialogue systems. While generative-
based models can generate new answers, they often 
struggle with generalization.  When faced with inputs 
or contexts significantly different from their training 
data, these models may generate inaccurate or 
irrelevant answers.  

To overcome these challenges, some articles explore 
hybrid approaches. The approach presented in [34]  
integrates bidirectional recurrent neural networks 
(BiRNNs) with attention mechanisms and deep 
reinforcement learning techniques, including deep 
Q-networks (DQN) and quantile regression deep Q-
networks (QR-DQN), to minimize the generation of 
irrelevant answers. Tran and Le [35] combined 
BERT2BERT model and RL algorithm to improve 
chatbot answer generation by exploring bi-
directional context. Zhu et al.  [36] leveraged the N-
best retrieved bot phrases as a basis for computing 
the reward signal for their generator model. SeqGAN 
[37] and StepGAN [38] are two notable approaches 
that combine the Generative Adversarial Network 
(GAN) framework with RL techniques for sequence 
generation tasks. In SeqGAN, the RL reward signal, 
determined by the discriminator based on the 
complete sequence, is fed back to intermediate state-
action steps using Monte Carlo search. However, the 
Monte Carlo Tree Search (MCTS) employed in 
SeqGAN suffers from high computational costs. 
StepGAN approaches evaluate the GAN 
sequentially. The discriminator is trained to assess 
and score individual sub-sequences generated by the 
generator. This allows for automatic evaluation of 
the suitability and quality of these sequences. In 
general, these approaches suffer from slow 
convergence due to high variance and low processing 
speed. To overcome this limitation, Esfandiari et al. 
[39] proposed an approach based on Conditional 
Wasserstein Generative Adversarial Networks 
(CWGAN) using transformer model which processes 
parallelly during the training phase. In [40] a new 
embedding vector is proposed. This paper focused on 
computationally efficient word embedding method. 

While these previous researches have obtained the 
promising results, the challenges regarding the 
sequential nature as well as the semantic coherence 
of conversations still remained that require further 
investigation. 

  To enhance the accuracy in sequential models and 
improve the quality of the generated phrases in 
human-bot conversations, this paper proposes a 
novel hybrid approach for chatbots by integrating RL 
and transformer models. The transformer model has 
an agent role that we aim to learn it by RL to generate 
bot answer that is semantically relevant to human 
question.  
The main contributions of this paper can be 
summarized as follows: 
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1) Model: A generative chatbot using the 
embedded transformer model as an agent in 
RL framework is proposed. DDQN is used as 
RL method. By leveraging the parallel 
computing capabilities of the transformer 
model and its ability to handle long-length 
dependencies between input sequences, the 
proposed model successfully improves the 
quality of the generated phrases in human-bot 
conversations. To the best of our knowledge, 
this is the first time that such a model has been 
proposed in the context of chatbot models. 

2) Learning methodology: The proposed model is 
learned using the DDQN methodology that can 
assist the model to provide a more semantic bot 
answer related to human question in 
conversation.  

3) Performance: We conducted experiments on 
two challenging datasets to evaluate the 
performance of our approach. The results 
clearly demonstrate that our model surpasses 
state-of-the-art methods in terms of 
performance.  

The structure of this paper is as follows: Section 2 
presents a detailed description of our proposed 
approach. In Section 3, we present the results 
obtained from conducting experiments on two 
challenging datasets. The findings are further 
discussed in Section 4.  

 

 

Finally, Section 5 concludes the paper by 
summarizing the key contributions of our work and 
highlighting potential avenues for future research in 
this field. 

2. Proposed Approach 
In this section, we will provide a comprehensive 
description of the proposed model, highlighting its 
key components and their interactions. We propose a 
generative chatbot using the embedded transformer 
model as an agent in RL network. DDQN is used as 
RL method. General architecture of proposed 
approach is illustrated in Figure 1. The DDQN 
architecture has three main components: reply 
memory, Q network, and target network that is 
trained over multiple time steps across numerous 
episodes. The Q network is the agent that is trained 
to produce the optimal state-action value. The target 
network was used to estimate the Q-values for 
actions to prevent overestimation bias. The proposed 
model consists of two phases: preparing reply 
memory and train agent. 

In the first phase, the reply memory interacts with 
environment to gather data that is used to train the Q 
network. Replay memory is a technique used to store 
and randomly sample past experiences, providing 
diverse training data to improve the Q-network’s 
learning. No training happens during this phase. The 
environment is a collection of conversations, each 
containing pairs of questions and answers. In this 
paper, we treat questions as states and answers as 
actions. For each observation, the replay memory 

Figure 1. General architecture of proposed approach. 
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selects an action from the current state generated by 
the agent. This action is then returned to the 
environment, which provides the corresponding 
reward and next state. The replay memory stores this 
observation as a sample (current state [St], action  [at], 
reward[rt], next state [St+1]) in the training dataset .  

In the proposed approach, the agent is a pre-trained 
full transformer model that is trained on two separate 
datasets.  

As shown in Figure 2, for each observation, 
pretrained model processes the question as the 
environment’s state and generates the answer as an 
action to be stored in the reply memory. For 
transformer input, the real questions are 
preprocessed, tokenized, indexed, and embedded 
using the BERT model. To accelerate training, a 
linear layer was employed to reduce the feature 
dimensionality to 64, as shown in Equation (1): 

 
0

( )
n

i ii
y f w x 

=
= +  

(1) 

Once the replay memory is filled with training data, 

the second phase involves training the Q-network as 

an agent to estimate the optimal state-action value. 

Firstly, a random batch of samples from the reply 

memory is taken, then, it is inputted to both 

networks. The Q network takes the current state and 

the action from each data sample, predicting the Q-

value for that particular action. Q-value is the 

maximum output value of the decoder.  Also, the 

target network takes the next state from each data 

sample and predicts the Q*-value. Q network and 

target network are the same and both are transformer 

model. The target-value is Q* plus the reward from 

the sample as shown in Equation (2): 

 
*

target value ( )r Q− = +   
(2) 

Where  0,1   is the discount factor and it 

accounts for the uncertainty in future rewards. 𝛾 is 

usually above 0.9 and smaller than 1. The predicted 

Q-value and target-value are used to compute the loss 

to train the Q network in each time-step. For this 

goal, the Mean Squared Error (MSE) loss using the 

difference between the target-value and the predicted 

Q-value is employed as shown in Equation (3):  

Loss (predicted Qvalue, target value)MSE=  (3) 

Using the back-propagating algorithm, the weights 
of the Q Network are updated. However, the target 
network is not trained, leading to not computing the 
loss. So, the back-propagation is not done. 

This completes the processing for this time-step. The 
processing repeats for the next time-step.  

After T time-steps, the Q network weights are copied 
to the target network. This lets the target network get 
the improved weights so that it can also predict more 
accurate Q values. 

Generally, in RL, it is best to allow some randomness 
in the action selection at the beginning of the 
training. This randomness is determined by the 
epsilon parameter. The epsilon variable usually starts 
somewhere close to 1, slowly decaying to 
somewhere around 0 during training.  To do this 
process in the proposed model, random answer was 
selected in random model. The real answer for the 
next state is used as the random action. Since the data 
is shuffled beforehand, this inherently ensures the 
selected response will be random. Following the 
training phase, only the agent component is deployed 
as a chatbot generator. This component receives user 
questions and generates corresponding bot answers. 

We consider the following conditions for RL 

learning: 

Policy πθ: The policy 𝜋𝜃 is a mapping function 

𝜋: 𝑆 →  𝐴 where 𝜋𝜃(𝑠𝑡) determines the action 𝑎𝑡 

that can be performed by an agent in state 𝑠𝑡. In this 

paper, a pretrained transformer model is considered 

as policy 𝜋𝜃. 

State 𝒔𝒕: Each sample of question in conversation is 

defined as a state. The agent receives the question 

𝐻𝑞(𝑡) as the state 𝑠𝑡 from environment.  

Figure 2. General architecture of pretrained model. 
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Action 𝒂𝒕: The action is a generated answer by agent 

( 𝑅𝑎𝑛𝑠(𝑡)) that is the argmax output of the 

transformer decoder. 

Reward 𝒓𝒕: To calculate the reward, firstly a cross-

entropy function is used to measure the distance 

between the answer generated by the agent (p) and 

the real answer in the environment (q) as shown in 

Equation (4): 

 ( , ) ( ) log ( )
t T

CE p q p t q t


= −  (4) 

where t is the index vector of tokens in the answer 

phrase. The output of the cross entropy is normalized 

in the interval of 0 to 1 by SoftMax function. This 

function is a mathematical function used to convert a 

vector of numbers into a probability distribution. 

This means that the output values will all be between 

0 and 1, and their sum will always be 1. 

In cross entropy, the output close to 1 indicates more 

distance and less similarity and vice versa. Whereas, 

for the reward function, the output closer to 1 

indicates less distance and more similarity. This 

means that cross entropy and reward behave 

oppositely to each other. To equate these two criteria 

by considering two thresholds of 0.75 and 0.45, the 

normalized output of cross entropy is assigned to 

three reward groups 1, 0 and -1 as follows: 

 

N_CE>=0.75                  r=-1

0.45<N_CE<0.75           r=0

N_CE<=0.45                  r=1







 

 

 

(5) 

N_CE is a normalized output of cross entropy 
between p and q. 

3. Results 
This section aims to present details on the model 
evaluation. To this end, after explaining the 
implementation details and working environment, a 
brief introduction is presented on two datasets used 
in the model evaluation. After that, the assessment 
metrics are explained. Finally, the results of the 
comparative methods are presented. 

 3.1. Implementation details 

The assessments are performed on a Microsoft 

Windows 11 OS, utilizing python software on 

hardware featuring an NVIDIA GeForce RTX 3090 

and a Core (TM) i5-12600K with 128GB of RAM. 

The model was implemented using the PyTorch 

library. Table 1 lists the implementation parameters 

used in the implementation. 
 

Table 1. Particularity of the parameters employed in the 

proposed architecture. 

Parameters value Parameters value 

Learning rate 0.00005 Transformer layers  8 

Batch size 32 Dataset split ration for 

test data 

20% 

Epoch numbers 100 Sentence Max Length 30 

Processing way GPU Gamma 0.99 

Dropout 0.5 Reply memory size 100000 

3.2. Datasets  

To evaluate the proposed model, two datasets are 

utilized: The Daily Dialog and Chit-Chat. The Daily 

Dialog dataset encompasses a diverse collection of 

daily conversations, categorized into three primary 

domains: work (14.49%), ordinary life (28.26%), and 

relationships (33.33%). Comprising 13,118 multi-

turn dialogues, it aims to capture the richness and 

variety of topics encountered in daily interactions. 

The second dataset from the Chit-Chat challenge of 

the BYU perception, control, and cognition 

laboratory consists of 7,168 conversations involving 

1,315 unique participants. These interactions yielded 

258,145 utterances, providing valuable insight into 

everyday conversation. 
 

3.3. Assessment metrics 
To assess the efficiency of the proposed model, two 
evaluation metrics are employed: BiLingual 
Evaluation Understudy (BLEU) [40] and Recall-
Oriented Understudy for Gisting Evaluation 
(ROUGE-L)[41]. BLEU, originally designed for 
machine translation evaluation, quantifies the level 
of agreement between the generated text and 
reference translations based on n-gram overlap [40]. 
In contrast, ROUGE-L focuses on recall, measuring 
the similarity between the generated text and 
reference summaries by considering the longest 
common subsequences [41]. 

3.4. Experimental results 
The model's performance is evaluated on The Daily 
Dialog and Chit-Chat datasets using BLEU and 
ROUGE-L metrics (Table 2). As these tables show, 
the proposed model performs better on Chit-Chat 
dataset. This comes from this point that the Chit-Chat 
dataset is based on chat and conversation while The 
Daily Dialog dataset relies on the multi-turn 
dialogues.  

Table 2. Performance of proposed architecture on two . 

ROUGE BLEU4 BLEU3 BLEU2 BLEU1 Dataset 

0.562 0.446 0.459 0.478 0.524 Daily 

Dialog 

0.976 0.965 0.967 0.971 0.976 Chit-

Chat 
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Several state-of-the-art models, including Seq2Seq 
[18], BERT2BERT [42], COHA [31], PLATO [32] 
and BERT2BERT+RL [35] are used to compare the 
proposed model on the Daily Dialog dataset (Table 
3) and MLE [38], SeqGAN [37], StepGAN [38], and 
CaiRE [23] on the Chit-Chat dataset (Table 4) with 
average BLEU and ROUGE metrics. 

We selected these models to comparison for the 
following reasons: 

1. Common Data and Benchmarks: All models 
were evaluated using the same dataset and 
metrics, allowing for a fair comparison. 

2. Published Results: The selected models have 
published results that can be cited and 
referenced. 

3. Similar Methodologies: The basic approaches 
of these models are comparable to ours. For 
instance, both BERT2BERT + RL and our 
approach utilize a combination of transformer 
models and RL. However, our approach differs 
in how the transformer is used within the DDQN 
network and aims to specifically improve the 
accuracy of generated responses in sequence 
models . 

Table 3. The comparison results of the proposed model 

with the different methods on the Daily Dialog dataset. 

ROUGE  Average BLEU Approach 

- 

0.302 

- 

- 

0.375 

0.552 

0.075 

0.314 

0.178 

0.438 

0.39 

0.476 

Seq2Seq 

BERT2BERT 

COHA 

PLATO 

BERT2BERT +RL 

Proposed 

 

Table 4. The comparison results of the proposed model 

with the different methods on the Chit-Chat dataset. 

ROUGE  Average BLEU Approach 

- 

- 

- 

- 

0.965 

0.976 

0.258 

0.261 

0.239 

0.703 

0.961 

0.969 

Seq2Seq 

SeqGAN 

StepGAN 

CAiRE 

CWGAN 

Proposed 

For investigating the generated answers of the 

proposed chatbot, various questions from different 

domains were asked from the chatbot. Table 5 and 

Table 6 show the results of the chatbot trained using 

the Daily Dialog and Chit-Chat dataset, respectively.  

 
 

Table 5. Some examples of the generated answers using the 

proposed chatbot on the Daily Dialog dataset. 

Human Question:              

i will go to bed early tonight 

Real Bot Answer:           

Do you have an airsickness 

Generated Bot Answer: 

I you have to hour 

Human Question:              

of course, please wait a moment i shall go and get it 

Real Bot Answer:           

thank you 

Generated Bot Answer:   

 yes you 

Human Question:              

let me check yes, we have 

Real Bot Answer:  

may i try it on  

Generated Bot Answer:   

i i help it on 

Human Question:              

you cannot come any earlier than that 

Real Bot Answer:    

i am sorry that has the only available time      

Generated Bot Answer:   

i am sorry i has right same time 

 
Table 6. Some examples of the generated answers using the 

proposed chatbot on the Chit-Chat dataset. 

Human Question:              

what has your opinion of Hal 

Real Bot Answer:           

i bet we had got along great  

Generated Bot Answer:   

we bet we had got along great 

Human Question:              

is there anyone who tells you what to do 

Real Bot Answer:           

i do not report to anyone  

Generated Bot Answer:   

i do not report to anyone 

Human Question:              

do you think i look bad today 

Real Bot Answer:           

i do not have a way to know how you look but i really enjoy 

talking with you  

Generated Bot Answer:   

honestly cannot not have a way to know how you look but i 

really enjoy talking with you 

Human Question:              

are you going to have lunch 

Real Bot Answer:           

i do not need to eat  

Generated Bot Answer:  

i do not need to eat  

 

4. Discussion 

One prevalent challenge in contemporary chatbots 

lies in their sequential processing, which can 

sometimes lead to suboptimal accuracy. 
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Our proposed model addresses this limitation by 
leveraging a hybrid architecture that combines the 
strengths of RL and transformer models. Based on 
experimental results, our model is capable of 
generating bot answers that are more accurate and 
semantically relevant when compared to human 
question. In this section, the proposed approach will 
be discussed from three different perspectives: 

• Training and Stability: Generally, the 
evaluation metric in RL is defined as the total 
reward that the agent periodically collects in an 
episode during the training phase.  While Figures 
3 and 4 illustrate the typical behavior of the 
average total reward metric during training on 
Daily Dialog and Chit-Chat, it is important to 
note that this metric can be quite noisy. This 
noise arises because small adjustments to a 
policy's weights can significantly alter the 
distribution of states the policy encounters 
during training. 

A more reliable performance measure is the agent's 
estimated action-value function, denoted as Q. This 
function approximates the long-term reward an agent 
can expect by following its chosen policy from any 
given state.  

The average predicted Q-value, as depicted in the 
Figures 5 and 6, exhibits a much smoother trajectory 

compared to the average total reward obtained by the 
agent. Furthermore, during training, we observed a 
consistently smooth increase in the predicted Q-
value without encountering any divergence issues in 
any of our experiments. 

• Ablation analysis: In this section, we delve into 
the examination of the impact of different 
parameters in the transformer model in Table 7 
(the Daily Dialog dataset) and Table 8 (the Chit-
Chat dataset). For this purpose, three distinct 
categories have been identified. Category A 
investigates the head size relative to the model, 
category B examines the number of layers, and 
category C assesses the dropout rate. According 
to the base attention paper [29], the head size 
relative to the model should be set to 64. So, this 
ratio has been considered. 

• Compared methods analysis: According to 
experimental results, the proposed model can 
generate more accurate and semantically 
relevant answers for the chatbot dialogue due to 
the extracting richer features by transformer as 
well as learning by RL in both datasets.  

To demonstrate the superiority of our proposed 
method over traditional sequence-based models, we 
compared its performance to Seq2Seq models on 
both datasets. The baseline Seq2Seq models utilized 
LSTM units in both the encoder and decoder, along 

Figure 3. Average total reward on the Daily Dialog dataset. 

Figure 4. Average total reward on the Chit-Chat dataset. 

Figure 5. Average Q value on the Daily Dialog dataset. 

 Figure 6. Average Q value on the Chit-Chat dataset. 
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with an attention mechanism. Furthermore, on the 
Daily Dialog dataset, we compared our approach to 
the BERT2BERT method. BERT2BERT is a 
transformer-based model that uses a transformer 
architecture for both the encoder and decoder. By 
comparing our method to BERT2BERT, we aimed to 
demonstrate the advantages of combining 
transformer models with RL over using transformer 
models alone. 

Table 7: Investigating the impact of transformer 

parameters for the Daily Dialog dataset. 

BLEU4 d model Dropout Layer Head Type Model 

44.6 1024 0.5 8 16 
A 

 

Transformer 

(encoder+ 

decoder) 

42.2 512 0.5 8 4 

43.3 2048 0.5 8 32 

42.1 1024 0.5 4 16 
B 

42.9 1024 0.5 16 16 

43.9 1024 0.1 8 16 
C 

44.1 1024 0.7 8 16 

 
Table 8: Investigating the impact of transformer 

parameters for the Chit-Chat dataset . 

BLEU4 d model Dropout Layer Head Type Model 

0.965 1024 0.5 8 16 
A 

 

Transformer 

(encoder+ 

decoder) 

0.953 512 0.5 8 4 

0.961 2048 0.5 8 32 

0.951 1024 0.5 4 16 
B 

0.959 1024 0.5 16 16 

0.960 1024 0.1 8 16 
C 

0.958 1024 0.7 8 16 

 

5. Conclusion and Future work 

In this paper, a new chatbot model which employs 
the transformer model as an agent of RL approach 
has been proposed. The agent in this model is the 
implemented using a full transformer model. The 
main objective of our approach was to generate bot 
answer and improve the semantic efficiency of 
conversations by learning a mapping between the 
human question and bot answer using RL.  Moreover, 
this method has enhanced the naturalness of the 
generated answer and led to more engaging 
interactions by the transformer.  proposed model was 
evaluated on two datasets using various evaluation 
metrics. The results confirmed the proposed model's 
superiority over state-of-the-art approaches based on 
BLEU and ROUGE-L metrics. Leveraging the 
capabilities of RL and the transformer model, the 
proposed model generated accurate, semantically 
relevant, and human-like answers.  

As a future work, large language models can be used 
to enhance the model in various domains and 
increase the diversity of the generated answers. 
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 ی تیتقو یریادگیبر ترنسفورمر با استفاده از  یمبتن مولد باتچت

 

 راضیه راستگوو  *کوروش کیانی، ورا اسفندیارین

 .رانیدانشگاه سمنان، سمنان، ا وتر،یبرق و کامپ یدانشکده مهندس

 19/09/2024 پذیرش؛ 11/08/2024 بازنگری؛ 07/05/2024 ارسال

 چکیده:

سان هیمکالمات شبجهت شبیه سازی است که  یوتریکامپ یسینوبرنامه ستمیس کیبات چت  ینوعبات، چت  .طراحی شده است کاربران و تعامل با ان

ست که از پردازش زبان طب ییعامل گفتگو س یدرک ورود یبرا یمتوال یهاو مدل یعیا ستفاده م دیآنها و تول منظور ریکاربر، تف سب ا سخ منا  .کندیپا

آنها نهفته  یآموزش متوال ندیدر فرآ یقبل یهاچالش قابل توجه مرتبط با مدل کی .استه شکل عبارات منسجم متوالی ب کلمات هدف این رویکرد تولید

 کیمدل های ترانستتفورمر، با ادغام قدرت دو رویکرد یادگیری تقویتی و  ت،یمحدود نیرفع ا یبرا شتتود. کاهش دقت نتایجمنجر به  تواندیاستتت که م

شدکریدو رو نیا بیا ترکب یمرتبط با آموزش متوال یهاچالشرطرف کردن ب ،یشنهادیبات پچت. هدف شودیم شنهادیپ مولد دیبات جدچت  .د می با

عامل پرسش  نیا .کندیمدل ترنسفورمر به عنوان عامل استفاده م کیبا استفاده از  (DDQN) قیدوگانه عم Qشبکه  یمعمار کیاز  یشنهادیپ کردیور

سان را به عنوان حالت ورود سخ ربات را به عنوان عمل ردیگیم( state) یان ست  یبار نیاول نیا م،یدانیکه ما م ییتا جا .کندیم دیتول (action) و پا ا

ستفاده از  مولدبات چت کیکه  ساز DDQN یمعمار کیبا ا سفورمر جا دو مجموعه داده  یبر رو جی. نتاشودیم شنهادیشده به عنوان عامل پ یبا ترن

 .کنندیم دییمختلف را تأ یابیارز یارهایاستفاده از مع با موجود یهانسبت به مدل یشنهادیپ کردیرو ی، برترChit-Chatو  Daily Dialog ،یعموم

 م مبتنی بر دیالوگ، سیستم مکالمه.چت بات، چت بات مولد، مدل ترنسفورمر، یادگیری تقویتی، سیست  :کلمات کلیدی

 

 

 


