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 With the increasing interconnectedness of communications and social 

networks, graph-based learning techniques offer valuable information 

extraction from data. Traditional centralized learning methods faced 

challenges, including data privacy violations and costly maintenance in 

a centralized environment. To address these, decentralized learning 

approaches like Federated Learning have emerged. This study explores 

the significant attention Federated Learning has gained in graph 

classification and investigates how Model Agnostic Meta-Learning 

(MAML) can improve its performance, especially concerning non-IID 

(Non-Independent Identically Distributed) data distributions. 

In real-world scenarios, deploying Federated Learning poses challenges, 

particularly in tuning client parameters and structures due to data 

isolation and diversity. To address this issue, this study proposes an 

innovative approach using Genetic Algorithms (GA) for automatic 

tuning of structures and parameters. By integrating GA with MAML-

based clients in Federated Learning, various aspects, such as graph 

classification structure, learning rate, and optimization function type, 

can be automatically adjusted. This novel approach yields improved 

accuracy in decentralized learning at both the client and server levels. 
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1. Introduction 

Tremendous advances in communication 

technologies have led to an unprecedented surge in 

data generation. In the realm of graphs, social 

network data [1], financial transactions [2, 3], and 

biological networks [4] stand out as vital sources of 

information that continue to grow exponentially. 

Graph learning endeavors to extract valuable 

insights from such data, employing models like 

graph regularization [5, 6], graph embedding [7], 

and graph neural networks [8]. Notably, research in 

community detection [9-11], personalized 

recommendation [12, 13], and fraud detection [3, 

14-16] underscores the paramount importance of 

investigating graph-based datasets. 

Previous studies have mainly focused on 

centralized learning models, where training and 

data storage occur in a centralized manner. 

However, in real-world scenarios, data is often 

distributed among separate entities, such as 

organizations or industries [17]. For example, each 

bank has its own customer information, network, 

and transaction history. One crucial model that 

could be created with the collaboration of banks is 

the evaluation, detection, and creation of a blacklist 

of customers. To achieve this, banks would need to 

share their information in a centralized 

environment and use graph learning to create the 

desired model. However, due to competition and 

data security concerns, this task becomes 

challenging, making it difficult to create a high-

quality model by combining data from various 

entities [18]. 

Federated learning is a decentralized approach to 

training data that aims to create a shared model by 

utilizing data and resources from different devices 

[8, 19]. The main idea of federated learning is to 

mailto:mrezvani@shahroodut.ac.ir


Rezvani et al./ Journal of AI and Data Mining, Vol. 12, No. 1, 2024 

116 
 

aggregate updates sent by local model training on 

each device to create a shared model while 

preserving data privacy and security [20, 21]. 

Figure 1 provides a general illustration of federated 

learning applied to a banking system. In recent 

years, various articles have been published on 

federated learning for graph classification, 

showing promising results and addressing some of 

the challenges of centralized learning [22-25]. Key 

advantages of using federated learning for graph 

classification include preserving data privacy and 

utilizing external resources for training (client 

training resources). 
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Figure 1. Federated Learning in a Banking System 

While federated learning offers significant 

advantages, it also comes with challenges. One of 

the main challenges is dealing with the non-IID 

(non-independent identically distributed) linear 

distribution of data [20, 21]. The use of model-

agnostic meta-learning (MAML) has been 

proposed to reduce the impact of non-IID data 

distribution and improve the performance of 

federated learning [20, 21]. However, other 

challenges remain when applying federated 

learning, such as dealing with a large number of 

federated clients in the real world. Many existing 

methods require manual settings and fixed client 

structures during the federated learning algorithm, 

which can be costly in real-world scenarios due to 

human errors and parameter tuning [26-29]. 

Furthermore, using the same settings and structure 

for all clients may not yield the best performance 

for each client in the real world. 

In this paper, we introduce an innovative federated 

learning algorithm tailored for graph classification, 

harnessing the combined power of model-agnostic 

meta-learning and genetic algorithms. Our 

proposed algorithm not only automates the 

intricate process of client tuning but also deftly 

addresses the myriad challenges that have been 

elucidated earlier. Model-agnostic meta-learning is 

strategically employed to alleviate the detrimental 

effects of non-IID data distribution, enhancing the 

model’s adaptability. The genetic algorithms, on 

the other hand, play a pivotal role in seamlessly 

adjusting client-specific parameters. The 

overarching goal is to realize enhanced 

performance, not only at the individual client level 

but also across the aggregate model. 

In essence, the crux of our approach resides in 

affording each client the capability to iteratively 

refine its structural configuration and pertinent 

parameters through the employment of genetic 

algorithms. By leveraging knowledge accrued in 

each training cycle and capitalizing on its 

transferability to subsequent iterations, we 

anticipate a notable enhancement in client 

accuracy. The initial experiment lays bare the 

potential inherent in preserving program 

environment parameters and facilitating 

knowledge transfer, ultimately resulting in 

improved client accuracy. This foundation then 

supports the core assertion of our method’s 

superiority, substantiated through a series of 

meticulously designed experiments. 

Our experiments meticulously demonstrate the 

tangible benefits that stem from the marriage of 

model-agnostic meta-learning and genetic 

algorithms. The proposed method exhibits an 

encouraging capacity to uplift client performance 

through the dynamic evolution of their individual 

architectures and parameters. This dynamic 

approach not only imbues clients with improved 

accuracy but also underscores the algorithm’s 

efficacy in generating a more potent final model. 

The ensuing sections detail these experiments, 

offering comprehensive insights into our method’s 

methodology, its experimental setups, and the key 

outcomes that validate its effectiveness. 

We summarize our contributions as follows: 

 Reducing the impact of human errors in client 

parameter tuning and structure adjustment 

 Automating the determination of client 

structures and parameters 

 Automatically creating different parameters 

and structures for each client 

 Enabling client tuning without requiring prior 

access and knowledge of data nature 

 Improving the performance (in terms of 

accuracy) of both client and server models 

compared to previous models 
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The paper proceeds by reviewing existing works 

related to genetic algorithms and federated learning 

in the context of graph classification in Section 2. 

Section 3 presents the proposed method and the 

structure of the genetic algorithm used. Finally, the 

paper presents and analyzes experimental results to 

evaluate the performance of the proposed method 

in Section 4, which is followed by the concluding 

remarks. 

2. Review of Previous Work 

In this section, we provide an overview of relevant 

prior research that employs the genetic algorithm 

for automatic structure generation. Our focus is on 

highlighting the key differences between these 

previous works and our proposed approach, 

showcasing the novel aspects of our contribution. 

We begin by examining research that employs the 

genetic algorithm for the automatic design of 

convolutional neural network structures in image 

classification [26]. Conventional methods often 

require expert intervention and extensive 

experimentation to determine the optimal network 

architecture. Existing algorithms like GoogleNet, 

ResNet, and DenseNet have been developed, each 

with distinct structures. Addressing the challenge 

of selecting an appropriate network architecture 

involving factors like depth, layer parameters, and 

interconnections, Suganuma et al. demonstrated 

the effectiveness of their genetic algorithm [26]. By 

comparing their approach to others, they not only 

generated and adjusted network structures but also 

achieved notable gains in accuracy and speed. 

Notably, their algorithm excelled at handling 

complex structures within image processing. An 

essential outcome of this study was uncovering the 

correlation between convolutional neural network 

structures and data volume. 

Similarly, Gibb et al. utilized the genetic algorithm 

to optimize convolutional neural network 

structures for crack detection in concrete [27]. The 

intrinsic challenges of crack detection encompass 

issues such as varying lighting conditions, 

background noise, and crack morphology. While 

convolutional neural networks have proven 

effective, manual tuning of their intricate 

parameters can be time-intensive. To mitigate this, 

Spencer et al. introduced an algorithm for 

automatic network structure adjustment, 

outperforming conventional hand-tuned 

approaches. 

Another contribution by Sun et al. addressed the 

influence of convolutional neural network 

structures on performance [28]. Their approach 

leveraged a genetic algorithm to automate network 

structure design. By contrasting their method with 

alternative strategies, Sun et al. showcased 

improved classification accuracy, parameter 

values, and computational efficiency. 

Another application of genetic algorithms for 

parameter automation can be observed in the work 

of Falahiazar et al., where they employ a genetic 

algorithm to determine the parameters of the 

DBSCAN algorithm[30]. 

Transitioning to the foundation of our proposed 

method—federated learning—we evaluate work 

that lays the groundwork for introducing the 

genetic algorithm to automatically optimize client 

parameters within federated learning settings. 

The 2020 article introduced the first application of 

model-agnostic meta-learning in graph 

classification within the framework of federated 

learning, which is known as GraphFL[21]. 

GraphFL successfully tackled significant 

challenges often encountered in federated learning 

scenarios, including addressing non-IID linear data 

distribution and improving performance when 

dealing with unseen labels during training. By 

harnessing the power of model-agnostic meta-

learning, the GraphFL article introduced an 

innovative solution to graph classification within 

the federated learning context, thereby offering a 

fresh perspective on the optimization of 

parameters. 

To summarize, our review of previous work 

showcases the evolution of the genetic algorithm’s 

application across different domains, from 

optimizing convolutional neural network structures 

to enhancing federated learning settings. Our 

proposed approach not only builds upon these 

foundations but also introduces novel strategies for 

automatic structure generation and parameter 

optimization. 

3. Proposed Method 

Federated learning consists of two main 

components: the server and the clients, which are 

referred to as the global or shared model for the 

server and the local model for the clients. In the 

context of our study, we adopt specific terminology 

to distinguish between operations conducted at the 

server level and those executed at the client level. 

We utilize the term "stage" to denote various 

operations performed on the server, encompassing 

overarching processes that guide the federated 

learning framework. Conversely, at the client level, 

we employ the term "step" to signify discrete 

operations, encompassing actions that transpire 

within each individual client’s local environment. 

This clear distinction is instrumental in elucidating 

the multifaceted dynamics of our proposed 

methodology, facilitating a comprehensive 



Rezvani et al./ Journal of AI and Data Mining, Vol. 12, No. 1, 2024 

118 
 

understanding of the interplay between different 

layers of the federated learning process. 

Figure 2 provides an overview of the proposed 

federated learning framework in both the server 

and each client. It follows the subsequent steps and 

stages: 

1) In the first stage, the initial global model is 

created using initial settings on the server. 

2) In the second stage, participating clients are 

selected. The selection is done randomly, and 

all clients have an equal chance of being 

chosen. 

3) After determining the clients, their training 

stage begins. In this part, the global model is 

sent to the participating clients. Each client 

proceeds through the following steps: In the 

first step, each client runs the genetic algorithm 

using the global model and its local data. The 

output of this operation is a new model for 

classification and the required parameters for 

model-agnostic meta-learning, which will be 

thoroughly examined in the genetic section. In 

the second step, client training is performed 

using the model-agnostic meta-learning 

algorithm. As mentioned in the previous step, 

the parameters and structure used for training 

in this step are derived from the output of the 

genetic algorithm. The last step involves 

evaluating the trained model and reporting its 

accuracy to the clients. 

4) The next stage is the update of the global 

model. After completing the training of each 

client, the newly trained model is sent back to 

the server. The server waits until all clients 

finish their training (concurrently) and then 

proceeds to aggregate and update its model. 

The aggregation method used for combining 

models is FedAvg [31, 32], which is also 

employed for training the next round of clients. 

The next training iteration starts from step two, 

and these steps are repeated until a termination 

condition is met. 

It is worth mentioning that this article proposes 

three ways to apply the genetic algorithm, which 

are discussed in Section 3.2. The general nature of 

the proposed federated learning is described above, 

and in Section 3.2, the necessary modifications to 

the federated learning structure are presented based 

on the intended application of the genetic 

algorithm. 
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Figure 2. Proposed federated learning algorithm overview 

for both server and clients. 

3.1 Genetic Algorithm 

In this section, the genetic algorithm used in the 

proposed method is discussed. The key and 

innovative part of the proposed approach is the 

utilization of the genetic algorithm. Hereafter, the 

term "step" is used to describe the algorithm stages, 

which are highlighted in bold in the text. The 

genetic algorithm follows the steps outlined below 

to optimize the structure and parameters. 

1) In the initial step, the initial population is 

created. Each chromosome in the population 

represents parameters and structures that can 

be used for model-agnostic meta-learning and 

classification. In the first round of training the 

global model, one of the chromosomes in the 

genetic algorithm population represents the 

environment parameters of execution. In the 

subsequent rounds, the population and 

chromosomes from the previous training are 

utilized. 

2) In the second step, the evaluation function is 

called to assess the accuracy and obtain the 

new model for the chromosome. In the 

evaluation function, first, the new model is 

created using the chromosome information and 

the global model. Then, the local data (client 

local data) is used to evaluate the 

chromosome’s value through the model-

agnostic meta-learning algorithm. It is worth 

mentioning that the model-agnostic meta-

learning algorithm and graph-based 

classification used in the evaluation function 

are new models created at the beginning of the 

function using chromosome information. If the 

algorithm identifies the chromosome as a 

solution to the problem, this model will be used 
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as the initial training model for the client 

instead of the global model used in the 

GraphFL algorithm. 

3) In the subsequent steps, genetic algorithm 

operators are used to create a new population. 

In the third step, chromosomes with the highest 

value are preserved based on a specific 

proportion, which can be considered the reason 

for creating chromosomes with environment 

parameters in the initial step. If the 

environment parameters achieve the best client 

training state, adding them to the initial 

chromosome preserves the best state and 

assists in creating chromosomes with higher 

values in the subsequent steps. Also, if the 

environmental parameters do not have a high 

value, they will be removed from future 

generations, and chromosomes with higher 

values will take their place. 

4) In the fourth step, chromosomes from the 

population are combined pairwise to create 

new chromosomes for the next generation. 

Some of the chromosomes used in the 

combination are the ones with the highest 

values selected in the previous step. 

5) The fifth step involves applying the mutation 

operator, which occurs randomly after the 

combination. Some chromosomes may 

undergo mutation, while others may not use the 

mutation operator. 

Steps two to four are repeated until the termination 

condition is met. At the end of the genetic 

algorithm, the best model and parameters obtained 

are returned. Figure 3 represents the structure of the 

algorithm. 

An important point in the genetic algorithm is the 

selection operator. This operator is responsible for 

selecting chromosomes for the next generation and 

their combination. In the proposed genetic 

algorithm selection operator, a portion of 

chromosomes with the best scores is preserved for 

the next generation based on a specific proportion. 

Then, another portion of chromosomes is randomly 

selected. This process is based on a specified ratio. 

Preserving a portion of chromosomes with the 

highest scores leads to their retention in the 

subsequent generations. Additionally, since they 

are used in the combination operator, they also help 

create better chromosomes. 
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Figure 3. Structure of the proposed genetic algorithm. 

3.2. Evaluation Function 

3.2.1. Accuracy-based Evaluation 

One of the most important tasks of this evaluation 

function is to assess the chromosomes. The 

evaluation function used in the proposed genetic 

algorithm not only validates the chromosomes but 

also generates new models. The chromosome and 

the global model are considered the most 

significant inputs to this function. This function 

creates a new model using the chromosome and the 

global model in the initial stage. Then, it proceeds 

to train this model using its local training data. In 

the next step, the trained model is evaluated with 

local test data, and the accuracy and the learned 

model are the outputs of this function, as depicted 

in Figure 4, which presents an overview of this 

evaluation function. 

3.2.2. Accuracy and Time-based Evaluation 

Most parts of this method are similar to the 

previous evaluation function. In this method, after 

creating the model with chromosome information, 

a data point called "start time" is generated at the 

beginning of the model training stage, and another 

data point called "end time" is created at the end of 

the testing stage. The training time is obtained by 

calculating the difference between the end time and 

the start time. This training time, along with the 

accuracy computed in the testing stage, is used to 

evaluate the value of each chromosome. 
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Figure 4. General schematic of the proposed evaluation 

function 

3.3. Using the Genetic Algorithm 

In this section, three proposed methods for utilizing 

the genetic algorithm are introduced, each with its 

own advantages and specific considerations to 

address the time and resource challenges posed by 

the proposed algorithm. The following subsections 

present these methods: 

3.3.1. Continuous Method 

This approach employs a continuous genetic 

algorithm within the clients to continually optimize 

their model structures. A challenge associated with 

this method is the significant time investment 

required for client training. The process is visually 

depicted in Figure 5. 
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Figure 5. Continuous Method: Clients iteratively refine 

local models using a genetic algorithm and prior 

knowledge. 

3.3.2. Parallel Method 

In this method, the genetic algorithm’s execution is 

decoupled from the client training process. Upon 

determining a new structure, the algorithm 

integrates the shared model weights for the current 

round. Subsequently, the genetic algorithm is 

executed in a separate process. Notably, this 

technique demands higher processing resources 

than other methods due to its use of parallel 

programming within the clients. 

 

3.3.3. Threshold Method 

The Threshold Method categorizes clients into two 

lists based on a predefined threshold set by the 

server. Clients with metrics surpassing the 

threshold are placed in the trainable list, while 

others requiring structural changes reside in a 

separate list. In the initial round, all clients are 

positioned in the trainable list, and the server 

continuously selects from this list. After client 

training, a metric threshold is assessed; if it falls 

below the defined threshold, the genetic algorithm 

is employed for structural determination. 

Subsequently, the server relocates the client to the 

list of clients necessitating structural 

modifications. Upon determining the new 

structure, the client transitions back to the trainable 

list, employing the new structure in training when 

selected. 

3.4. Time Complexity 

In this section, we analyze the time complexity of 

the Continuous method compared to the GraphFL 

method. Assuming that the GraphFL method has a 

time complexity denoted as "en", we anticipate the 

proposed algorithm to exhibit the following time 

complexity. The algorithm’s complexity is 

contingent on the following parameters: "e", 

representing the number of epochs on the server; 

"n", indicating the training time of the last client; 

"m", denoting the number of rounds in the genetic 

algorithm; "c", representing the number of 

chromosomes; "A", a constant value (pertaining to 

genetic operations excluding the evaluation 

function); and "B", another constant value (related 

to new operations in the client, such as the 

evaluation stage). 

𝑒(𝑚(𝑐𝑛 + 𝐴) + 𝑛 + 𝐵) 
It should be noted that in both algorithms, owing to 

the concurrent implementation of training, the time 

complexity of the clients equals that of the slowest 

client. 

3.5. Conclusion 

The proposed method employs a genetic algorithm 

with a Mixed-Type Representation. Chromosome 

selection is performed through a combination of 

Threshold-Based Selection with Retention and 

Random Selection. The crossover operation 

utilizes Uniform Crossover, while the mutation 

process employs Random Mutation. In the context 

of selection, Retention is applied to ensure the 

preservation of the best models in each round. 
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Notably, in each subsequent training round, the 

chromosomes from the last round are retained as 

the first chromosomes, contributing to the 

continuity of the evolutionary process. This 

comprehensive approach enhances the algorithm’s 

ability to explore diverse solution spaces and 

maintain the efficacy of the evolved models 

throughout successive iterations. 

4. Evaluation Results 

The proposed method’s structure and algorithms 

were discussed in the previous section. In this 

section, the proposed method is compared with the 

GraphFL algorithm [21] through various 

experiments. One of the closest approaches to the 

proposed method is the GraphFL algorithm, where 

both the proposed method and GraphFL use 

MAML to improve the performance of federated 

learning. The implementation and experiments 

with the GraphFL algorithm were carried out in a 

consistent environment with the proposed method. 

4.1. Settings 

The experiments in this article were conducted 

using two machines without utilizing GPU. 

Experiments involving fewer than six clients were 

performed on a machine with 5 CPU cores, while 

other experiments were conducted on a machine 

with more than 20 cores. Both algorithms were 

implemented using the PyTorch framework and the 

Higher and PyG (PyTorch-Geometric) libraries. 

Python was the main programming language for 

these implementations. PyTorch served as the 

primary framework, Higher was utilized for 

implementing MAML for model-agnostic meta-

learning, and PyG was a powerful library for 

graph-related tasks. The training of clients was 

parallelized to increase the experiment’s response 

speed. Another parameter of the proposed 

algorithm was the use of a continuous genetic 

method and precision as the evaluation metric to 

assess the chromosome’s value in the evaluation 

function. 

The adoption of the SGC algorithm in our study is 

substantiated by its remarkable performance in 

graph classification within the federated learning 

framework, as evidenced by the GraphFL article. 

Given its demonstrated efficacy, we conducted our 

experiments leveraging the SGC algorithm to 

ensure a robust evaluation. The choice of 

performance metric aligns with that used in the 

GraphFL article, where Accuracy served as the 

benchmark. Consequently, our proposed algorithm 

underwent implementation under comparable 

conditions to GraphFL, facilitating a meaningful 

and equitable evaluation based on this common 

metric. 

Genetic parameters for the experiments are 

configured with a retention rate of 0.4, a random 

selection rate of 0.1, a crossover rate of 0.5, and a 

mutation rate of 0.2. The experiments involve 10 

iterations with a population size of 20. 

The high retention rate is implemented to safeguard 

the most valuable chromosomes and prevent 

excessive similarity among them. Furthermore, 0.1 

chromosomes are randomly chosen from the 

remaining population to introduce variability into 

the selection process. 

Upon the completion of iterations, the best model 

will be chosen to train the client model. 

All experiments were conducted using the CORA 

dataset [33, 34], which includes 2708 scientific 

publications classified into seven classes. The 

citation network comprises 5429 edges. Each 

publication in the dataset is described by a binary 

word vector representing the presence or absence 

of specific words in the vocabulary, consisting of 

1433 unique words. 

The figures presented in the experiments pertain to 

the evaluation phase conducted on the clients. The 

tables corresponding to these experiments, which 

are presented below, are associated with the testing 

phase carried out on the server. 

4.2. The Effect of Genetic Algorithm on Clients 

In this section, the results of comparing the 

proposed method with GraphFL and the impact of 

different conditions on the genetic algorithm are 

presented. In these experiments, the training, 

evaluation, and test data were randomly generated 

for each client, with a maximum of 6 clients used. 

Due to the concurrent execution of both algorithms, 

GraphFL benefits from a similar environment to 

the proposed algorithm. 

Figure 6a shows the experimental results where the 

initial population of the genetic algorithm is 

randomly generated, and the genetic algorithm is 

not used to create an optimal structure for the 

classification algorithms. As observed, the 

proposed algorithm performs poorly in some 

clients, but due to its significantly better 

performance in other clients, it leads to overall 

improvement during the testing phase (a 2% 

improvement in the testing phase was observed). 

Among other experiments conducted in this 

section, the addition of environmental execution 

parameters (number of workers, number of support 

sets, number of target sets, learning rate, 

optimization function type, and other parameters) 

to the initial population of the genetic algorithm in 

the initial rounds of each client was tested. The 
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results of this experiment are presented in Figure 

6b. These parameters can also be considered as 

GraphFL parameters. This experiment showed that 

the addition of parameters prevents poor client 

performance. Due to the low number of clients and 

very few rounds, a 0.8% improvement was 

observed during the testing phase (in this 

experiment, the genetic algorithm was not 

responsible for changing the classification 

structure). 

After adding the classification structure change to 

the genetic algorithm, a significant improvement 

was observed in clients, as shown in Figure 6c. 

Besides, the algorithm demonstrated excellent 

performance in the testing phase. A nearly 10% 

improvement in the testing phase indicates the 

importance of classification structure changes in 

the genetic algorithm, as detailed in Table 1. 

 

As shown in Table 1. Environment and Results 

from Test Phase in Experiment Examining Genetic 

Algorithm Impact on Clients., modifying clients, 

especially when the classification structure is 

modified, leads to a considerable improvement in 

federated learning performance. In subsequent 

experiments, the genetic algorithm will be used 

with both environmental parameters and the ability 

to modify the classification structure. 

4.3. Impact of the Number of Participating 

Clients in Training 

This experiment aims to investigate the 

algorithm’s performance with non-uniform data 

(non-uniform data distribution) and observe the 

performance of clients under such conditions. In 

this section, 50 clients are formed for the 

experiments, and the data distribution among the 

clients is randomized. The nature of clients, in 

terms of data and other settings, is the same for 

both the proposed method and GraphFL at the 

beginning of the experiments. Two experiments 

were conducted in this section, using 10% and 

20% of the clients to participate in the model 

training. 

Figure 7a and Figure 7b present the results 

obtained from calculating the accuracy of the 

experiments conducted in this section. In the first 

experiment, 5 clients, or 10% of the clients, were 

used in the training. As observed, the algorithm’s 

performance is superior to GraphFL on all clients. 

In the next experiment, 10 clients, or 20% of the 

clients, participated in the training as depicted in 

Figure 7b. As shown in the images, with an 

Table 1. Environment and Results from Test Phase in 

Experiment Examining Genetic Algorithm Impact on 

Clients. 

Experiment 

ID 

Number 

of 

Clients 

Data 

Distribution 

Method 

GraphFL 

Accuracy 

in the 

Test 

Phase 

Proposed 

Method 

Accuracy 

in the 

Test 

Phase 

Figure 6a 6 Random 73.48 76.24 

Figure 6b 5 Random 74.01 74.80 

Figure 6c 6 Random 73.91 83.26 

 

Figure 6a. Evaluating Client Accuracy with Randomly 

Generated Initial Genetic Algorithm Population. 

 

Figure 6b. Evaluating Client Accuracy with 

Environmental Parameters in the Initial Genetic 

Algorithm Population. 

 

Figure 6c. Assessing Client Accuracy with 

Environmental Parameters and Graph Structure in 

the Genetic Algorithm. 
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increase in the number of clients, due to the 

reduction in the non-uniform data distribution 

problem, the performance of clients has improved. 

Additionally, the overall performance of clients 

has improved as well. Table 2 shows the results 

obtained from the testing phase of the experiments. 

 

 

4.4. Impact of Data Overlapping 

The exploration now transitions to the 

investigation of data overlapping, a critical facet 

that merits thorough analysis within the context of 

this study. An experiment involving a 20% node 

overlapping scenario was methodically executed, 

yielding outcomes showcased in Figure 8. To 

present a comprehensive overview, Table 3 

succinctly details the outcomes from the testing 

phase, specifically on the proposed method’s 

performance. The results undeniably highlight the 

efficacy of the proposed approach in this 

experiment, demonstrating a satisfactory level of 

performance with noteworthy accuracy during 

testing and elevated accuracy amongst the 

individual clients. 

 

 

Figure 8. Client Accuracy in the Experiment of the 

Impact of Data Overlapping. 

 

Figure 7a. Clients Accuracy in the Experiment with 

10% of Clients Participating in Training. 

 

Figure 7b. Clients Accuracy in the Experiment with 

20% of Clients Participating in Training. 

Table 2. Results from Test Phase in Experiment with 

Varying Number of Participating Clients in Training. 

Experiment 

ID 

Percentage of 

participating 

clients 

Accuracy of 

GraphFL in 

the Test 

Phase 

Accuracy of 

the Proposed 

Method in 

the Test 

Phase 

Figure 7a 10 74.31 83.24 

Figure 7b 20 74.09 83.26 

Table 3. Results from Test Phase in Experiment with 

Varying Client Participation in Training. 

Experiment 

ID 

Number 

of Clients 

Accuracy of 

GraphFL in 

the Test 

Phase 

Accuracy of the 

Proposed 

Method in the 

Test Phase 

Figure 8 5 81.03 83.97 
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4.5. Impact of Nodes with New Labels on 

Testing 

The following investigation delves into a 

comprehensive experiment to assess the 

performance of federated learning under 

controlled label distribution and imposed 

limitations on labels during the training phase. 

Through a systematic comparison between the 

proposed method and GraphFL, the experiment 

substantiates the superior performance of the 

proposed approach. This empirical endeavor 

mirrors a scenario that is plausible in real-world 

contexts, where occurrences such as label 

expansion and the introduction of new labels are 

commonplace. 

The experiment in this section involved 5 labels 

during the training phase. As shown in Figure 9. 

Accuracy of Clients in the Test of the Impact of 

Nodes with New Labels, the clients demonstrated 

good performance compared to the GraphFL 

method. 

Table 4 reports the results obtained from the 

testing phase for the proposed method and 

GraphFL. As observed, the accuracy of the 

proposed method in the testing phase is higher than 

GraphFL. The slight decrease in accuracy during 

the testing phase can be attributed to the absence 

of some labels during the training phase. 

 

 

Figure 9. Accuracy of Clients in the Test of the Impact of 

Nodes with New Labels. 

4.6. Investigation of the Impact of Labeled 

Nodes 

This experiment was conducted with controlled 

label distribution among clients to examine the 

effect of non-uniform data distribution. The 

experiment utilized a total of 20 clients. Both the 

proposed algorithm and GraphFL used the same 

dataset for training, testing, and throughout all 

stages of the experiment. The data distribution in 

this experiment is controlled by dividing nodes 

among clients. Due to the large number of clients, 

each experiment was divided into two charts. 

The experiments were conducted with 14, 16, and 

17 labeled nodes for each class. As demonstrated 

in the experiments, the client accuracy showed 

significant improvement due to the structure 

modification in federated learning and graph-

based classification. Figure 10. Client Accuracy in 

the Node Labeling Experiment with 14 

Nodesillustrates the results obtained from the 

accuracy calculation in the experiment with 14 

labeled nodes. 

Table 5 presents the results obtained from the 

testing phase in the experiment on the impact of 

labeled nodes. 

 

Figure 10. Client Accuracy in the Node Labeling 

Experiment with 14 Nodes. 

5. Conclusion 

In this paper, a method for automating federated 

learning clients using a genetic algorithm in the 

context of graph-based classification was 

proposed. As demonstrated in the experiments, the 

Table 4. Results from Test Phase: Experiment on Impact 

of Nodes with New Labels on Testing. 

Experiment 

ID 

Number 

of Clients 

Accuracy of 

GraphFL in 

the Test 

Phase 

Accuracy of the 

Proposed Method 

in the Test Phase 

Figure 9 5 77.12 78.78 

Table 5. Results Obtained from the Test Phase in the 

Impact Analysis of Labeled Nodes. 

Labeled 

Nodes 

Accuracy of 

GraphFL in the 

Test 

Accuracy of the 

Proposed Method in the 

Test 

14 73.25 80.54 

16 76.32 81.02 

17 74.75 81.50 
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proposed method with the ability to autonomously 

adjust clients leads to an improvement in federated 

learning performance. Another advantage of using 

the proposed method is the individual structuring 

of clients, where each client can have a different 

structure based on its dataset and environment 

compared to other clients. Further research 

directions based on the proposed algorithm are 

discussed below: 

1) While the focus of this paper is on graph-

based classification, the genetic-inspired 

approach is drawn from image processing 

literature. Therefore, image processing can 

be considered as another research area based 

on the proposed algorithm. 

2) Addressing the speed of response from 

clients stands out as a significant challenge in 

the proposed algorithm. Acknowledging this 

limitation, we recognize the need for future 

research to delve into improving both the 

speed and overall structure of our method. 

Furthermore, it is imperative to undertake a 

comprehensive analysis of the computational 

complexity of our proposed algorithm and 

compare it with GraphFL, as suggested, to 

provide a more holistic understanding of its 

performance characteristics about existing 

methodologies. 
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 کیژنت تمیالگور کمکبا  گراف یبنددر حوزه دسته مشارکتی یریادگی مشتریان یخودکارساز
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 چکیده:

ها استخراج نمود. در گذشته از از داده یگراف اطلاعات ارزشمند یریادگی یریبا بکارگ توانیم یاجتماع یهاروز افزون ارتباطات و شبکه شیبا افزا

و  یهداربر بودن نگ نهیگان و هزداده یخصوص میهمچون نقض حر یوجود مشکلات لیکه به دل شدیآموزش استفاده م یمتمرکز برا یریادگی یهاروش

 یریادگی یریبکارگ شود،یمتمرکز استفاده م یریادگیمقابله با مشکلات  یکه برا ییکردهایاز رو یکی. باشدینم ریپذامکان طیمح کیگان در آموزش داده

ها، داده یمتمرکز دانست که ضمن حفظ محرمانگ ریغ یریادگیآموزش  یهاقالب نیتراز معروف یکی توانیرا ممشارکتی  یریادگی. باشدیمتمرکز م ریغ

 یهاتوجه گراف،یبنددر حوزه دسته مشارکتی یریادگی ر،یاخ یها. در سالپردازدیم زین هانهیدر آموزش، به کاهش هز مشتریانبا استفاده از منابع 

به بهبود عملکرد  توانیم  کیمدل آگنوست یریادگیفرا یرینشان داده شده است که با بکارگ قاتیتحق نیاز ا یاست و در برخرا به خود جلب کرده یادیز

در عملکرد  یخطکنواختیریغ عیها با توزداده ریبه کاهش تاث توانیم ک،یمدل آگنوست یریادگیفرا رات،یتاث نیترپرداخت. از مهم یمشارکت یریادگی

ها در بودن و تنوع داده زولهیفدرال است که ا یریادگی یریبکارگ یهااز چالش یکی مشتریانپارامترها و ساختار  میتنظ ،یواقع طیمح در مدل اشاره کرد.

 نیبا ا لهمقاب یگذشته برا قاتیکه در تحق ییهااز روش یکیدانست.  مشتریانپارامترها و ساختار  میتنظ یموانع برا نیاز مهمتر توانیرا م یمشارکت

ساختار در  نیا بیبا الهام و ترک یشنهادی. روش پباشدیخودکار ساختار و پارامترها م میجهت تنظ کیژنت تمیالگور یریچالش مطرح شده است، بکارگ

را دارد،  مشتریان رخودکا میتنظ تیکه قابل یتمیالگور شنهادیبه پ کند،یاستفاده م کیمدل آگنوست یریادگیکه از فرا مشارکتی یریادگی مشتریان

 یو به صورت کل سازنهینوع تابع به ،یریادگینرخ  گراف، یبندهمچون ساختار دسته مشتریمختلف  یهابخش میتنظ تیقابل کیژنت تمی. الگورپردازدیم

 یپارامترها میتنظ دهد،یم شانن قیتحق نیبدست آمده از ا جی. نتابخشدیم مشارکتی یریادگیرا به  گراف یبندو دسته یریادگیساختار فرا میتنظ

 .شودیم کارگزارو  مشتریدر سطح  مشارکتی یریادگیسبب بهبود دقت  مشتریان

 .مشتریانخودکار  میتنظدر حوزه گراف،  مشارکتی، یادگیری کیمدل آگنوست یریادگیفرا، مشارکتییادگیری  :کلمات کلیدی

 


