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 Hidden Markov Models (HMMs) are machine learning algorithms 

that have been applied to a range of real-life applications including 

intrusion detection, pattern recognition, thermodynamics, and 

statistical mechanics, among others. A multi-layered HMM for real-

time fraud detection and prevention whilst reducing drastically the 

number of false positives and negatives is proposed and implemented 

in this work. The study adopts the Payment Simulator (PAYSIM) and 

Mobile Money Transaction (MMT), datasets and focuses on reducing 

the parameter optimization and detection times of the proposed 

models using a hybrid algorithm comprising the Baum-Welch, 

Genetic and, Particle-Swarm Optimization algorithms. The 

simulation results reveal that, for various number hidden states, our 

proposed model performs averagely better in terms of precision 

(0.984 and 0.986 for the PAYSIM and MMT datasets, respectively), 

recall (0.965 and 0.971 for the PAYSIM and MMT datasets, 

respectively), and F1-scores (0.974 and 0.978 for the PAYSIM and 

MMT datasets, respectively) when compared to the existing 

approach. 
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1. Introduction

Hidden Markov Models (HMMs) are very useful in 

modeling distributions that are probabilistic in 

nature with a finite number of observable outputs 

emanating from some number of hidden states 

based on an initial probability vector, transition, 

and emission probability matrices [1]. Due to their 

strong mathematical structure and sound 

theoretical basis, they have been applied in 

numerous real-life applications ranging from 

anomaly detection, and pattern recognition to 

motion analysis in videos [2]. A hidden Markov 

model, λ (µ, E, F) is generally represented by: 

 

1. An initial probability vector denoted by  

µ = [µj], where: 
 

 1 ,1 j jP q S j U                 (1) 

Where   
1

1
u

j

j




               (2)    

2. A state transition probability matrix denoted by 

E = [eji], where: 

 1  |ji t i t je P q S q S                 (3) 

where 1 ,  ,  1, 2,  1j i U t T     

1

1,1    
U

ji

i

e i U


                             (4) 

3. An emission probability matrix, F = [fi(y)], 

where: 
 

   i  y t i tf y =P V =q |S =q                          (5) 

 

Where 1 ,1j U y V     
 

mailto:azizdanaa@tatu.edu.gh


Danaa et al./ Journal of AI and Data Mining, Vol. 11, No. 4, 2023 
 

600 
 

Financial fraud refers to any intentional act of 

deception involving financial transactions for 

personal benefit [3]. The application of machine 

learning techniques to fraud detection by research 

communities has been on the rise for decades now 

due to their ability to detect and prevent unknown 

and relatively complex types of fraud [4]. 

The predominant approach for fraud detection and 

prevention using HMM is creating and maintaining 

a single optimized HMM for each user using their 

normal profile transactions [5]. This approach 

results in reduced system performance due to their 

increased parameter optimization and fraud 

detection times making them unsuitable for real-

time fraud detection [6]. 

However, the process of constructing a multi-

layered HMM for fraud detection involves the use 

of a central storage of normal transactions and then 

constructing a hidden Markov model 

corresponding to each user [4]. An incoming 

transaction is initially compared with the normal 

sequence of user transactions to detect possible 

mismatches before being submitted to the HMM to 

compute its probability of occurrence [6]. 

Although this approach generally enhances the 

training and detection times, the significant number 

of false negatives and positives remains a challenge 

[7]. 

In order to optimize the parameters of the proposed 

models within a more reasonable computing time, 

this research work divided the training data into 

sub-groups where each represents some particular 

user behavior large enough to efficiently optimize 

the parameters of a single HMM. The individually 

optimized models are then merged incrementally to 

create a final model with a main focus to drastically 

reduce the rate of false positives and negatives. As 

mentioned earlier, a modified hybrid algorithm 

comprising the Baum-Welch, Genetic, and 

Particle-Swarm Optimization algorithm was used 

to optimize the parameters of the proposed models. 
Section 2 of this paper presents relevant literature 

relating to the application of some machine 

learning models to anomaly/fraud detection whilst 

the methodology adopted to develop and 

implement our proposed models is also outlined in 

Section 3. Section 4 discusses in detail the results 

obtained from simulations in order to establish the 

efficiency of our proposed models, whilst Section 

5 contains the conclusions and recommendations 

based on the findings of the research work. 

 

2. Related Works 

An intrusion detection system based on multi-

layered HMM was proposed by Hoang et al. [8] 

where system calls were utilized in constructing 

normal program behaviors. Significant deviations 

from those behaviors compared to a pre-defined 

threshold signified a potential intrusion. From the 

simulation results, their proposed approach 

performed better in terms of detection time with 

reduced false positives when compared with a 

single-layered hidden Markov model, although 

more time was required to optimize the parameters 

of the proposed models. 

Penagarikano and Bordel [9] developed and 

applied multiple-layered hidden Markov models to 

pattern recognition with each level of knowledge 

represented by a layered structure comprising a 

number of hidden Markov models with a main 

focus on obtaining a significantly lower number of 

false positives and negatives. The positive outcome 

of their research further highlighted the possibility 

of developing enhanced architectural methods to 

recognition problems using a multi-layer Hidden 

Markov Model approach. 

Abouabdalla et al. [10] however, incorporated 

correlation methods with multi-layered HMMs to 

drastically reduce the rate of false positives and 

negatives associated with fraud/intrusion detection 

systems. Their proposed models, however, 

experienced performance degradation in the 

presence of highly skewed datasets.  Spathoulas 

and Katsikas [11] incorporated a filtering 

mechanism to handle   outliers in datasets used 

before feeding them into a hidden Markov model 

for possible fraud detection and prevention. 

Experimental results established the capability of 

their system to reduce the rate of false positives to 

about 75% when compared with a single-layer 

approach but performed poorly when transaction 

patterns change very frequently. 

An optimized multi-layered semi-HMM was 

proposed and implemented by Prakash and 

Chandrasekar [12]. Their proposed approach 

incorporated the cuckoo search algorithm to 

determine the appropriate number of hidden states 

and emission symbols of the proposed models. 

Although more training is required for training the 

models, the simulation results revealed the 

effectiveness of their proposed approach when 

compared with the existing techniques. 

Burgio [13] utilized extreme learning machine and 

hidden Markov model with the main aim of 

achieving a significantly low number of false 

positives with high precision, recall, and accuracy, 

whilst Zegeye et al. [7] divided the problem into 

subsets to achieve better accuracy when compared 

with single-layer hidden Markov model. 

Alarfaj et al. [14] developed deep learning 

algorithms to detect financial crimes, particularly 

those involving the availability of public data that 
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are highly class imbalanced with continuous 

changes in the nature of the fraudulent activities 

resulting in high rates of false alarm.  

An analysis of their proposed approach revealed an 

accuracy, f1-score, and precision of 99.9%, 

85.71%, and 93%, respectively. For situations 

involving credit card detection, the suggested 

model performs better than the cutting-edge 

machine learning and deep learning techniques. 

Baghdasaryan et al. [15] created a machine 

learning-based fraud prediction model by using the 

universe of Armenian corporate taxpayers working 

under a regular tax framework, whilst primarily 

relying on gradient boosting. Their proposed 

approach was able to optimally detect fraud after 

successfully extracting key characteristics from tax 

returns with the least amount of supplementary 

data. 

An analysis of the performances of various 

machine learning algorithms including decision 

tree, random forest, linear regression, and gradient 

boosting for fraud detection and prevention was 

performed in [16]. The simulation results revealed 

that an accuracy of 80% was obtained using the 

random forest classifier and 70% by the logistic 

regression technique. However, the gradient 

boosting algorithm produced better results by 

obtaining an accuracy of above 90%. 

Do et al. [17] considered deep learning algorithms 

to detect phishing, and categorized them based on 

current literature by analyzing their benefits and 

drawbacks.  They then suggested various 

challenges encountered by deep learning 

algorithms in fraud/phishing detection, as well as 

future research directions to address these 

problems.  

Improper parameter tuning coupled with poor 

training times and lower detection accuracy are 

prevalent problems with modern deep learning 

systems based on the empirical experiment's 

findings of their study. 

Fujita et al. [18] compared the efficiency of deep 

learning models with a hybrid deep learning model 

integrated with a hybrid parameterization model in 

handling complex and missing datasets as well as 

their performance in increasing classification. The 

results showed that deep learning models 

performed relatively better on their own with faster 

processing times and analyses of relatively 

complex datasets with significant missing values. 

 

3. Proposed Method  

3.1 Data Pre-processing 

For simulation purposes, the Payment Simulator 

(PAYSIM) and Mobile Money Transaction 

(MMT) datasets as presented in Table 1 are 

adopted. With some fraudulent transactions 

introduced into it, the PAYSIM Dataset is 

simulated from real financial datasets which 

represent normal transactions performed by 

customers [19] whereas the MMT dataset is a 

mobile money transfer transactional data that 

includes time intervals within which those 

transactions took place and generated by using a 

multi-agent-based simulator [20]. 

 
 

Table 1. Details of datasets adopted for the study. 
 Paysim  dataset [2] MMT dataset [1] 

Trans. type Genuine Fraudulent Total Genuine Fraudulent Total 

Transfer 528812 4097 532909 84331 1590 85921 

Cash-out 2233384 4116 2237500 115133 940 116073 

Cash-in 1399284 0 1399284 52445 397 52842 

Debit 41432 0 41432 81365 1626 82991 

Payments 2151494 0 2151494 158391 1347 159738 

Total 6354407 8213 6362620 491665 5900 497565 
 

 

As presented in Algorithm 1, the density-based 

spatial clustering of applications with noise 

(DBSCAN) was adopted and modified to 

appropriately categorize customers into groups 

depending on their transaction patterns. The 

modification of the DBSCAN algorithm allows for 

the dynamic conversion of an incoming transaction 

into an observation symbol in order to classify it as 

fraud or otherwise based on the computed centroid 

of each cluster. 

 

 

 

 

Algorithm 1: Modified DBSCAN algorithm.  

STEP 1: Declare and initialize the index of cluster c to 1. 

STEP 2: Visit any point, v, in the problem space that has not 

been visited already and Mark v as visited. 

STEP 3: Determine the various points, M which are in the 

neighborhood of v. 

SPTEP 4: If |M|>=z then M = M U M'  

STEP 5: if ‘M’ does not belong to any available cluster, then 

it is automatically marked as noise.  

STEP 6: For each cluster, determine its centroid, cl, as in (6);  

1
   

j j

j

x ci

x
m 

 Cl                                     (6) 

where 𝑚𝑖 is the number of points in cluster 𝑐𝑗 
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The input to the modified DBSCAN algorithm is a 

set of points, x, y, and z representing the minimal 

number of points a cluster should contain the set of 

all possible points and, the threshold for the distance 

between any two points, respectively. 

At the end of the clustering step, various groups 

depicting the various transaction patterns of users 

are determined and users are classified 

appropriately. The cluster that determines the 

transaction profile, r of an account holder, a is 

determined as in (7), where wi represents the 

percentage of the total number of transactions of the 

account holder. 
 

  )arg  ( ir a Max w                               (7)  
 

The spending profile of an accountholder refers to 

the cluster with the most transactions. The computed 

centroids are used to convert an incoming new 

transaction nl into an observation symbol that is 

defined as in (8). 
 

ν min l
il arg in n                                     (8) 

     

3.2 Structure of proposed multi-layer HMM 

The hidden states of the proposed hidden Markov 

model are the various transaction types, whereas the 

observation symbols at the various levels are 

represented by transaction frequencies (TF), 

amounts (TA), and time intervals (TI).  

Let λ1, λ2,..., λp denote the various HMMs at each 

layer with corresponding hidden states (X1, X2,..., 

XG) and emission symbols (O1, O2,..., OH), the 

observation and state sequences are represented as 

in (9) and (10), respectively. 

   1 2 1 2

1 1 1 1, , , ,.., , , ,T T T T

H H H HO O O O O O O O               (9)

               

   1 2 2 2

1 1 1 1, , , , , , , ,T T T

G G GX X X X X X X               (10)     

The probability,    of generating a transaction 

sequence by our proposed HMM is computed as in 

(11) and the value  is compared to a threshold value 

to classify the transaction as suspicious or otherwise. 
 

 1 2 3   , , , |  rp      
                          (11) 

3.3 Optimizing parameters of proposed multi-

layer HMM 

As mentioned earlier, a hybrid optimization 

algorithm proposed by Danaa et al. [21] which 

comprises the BW, GA, and PSO algorithm is 

adopted and modified to optimize the parameters of 

the proposed multi-layered HMM. 

The various spending profiles of accountholders as 

determined using (7) are used to initialize the initial 

probability vector, state transition, and emission 

symbol probability matrices. The forward and 

backward variables are computed as in (12) and 

(13), respectively. 

     
1

1

0

[ ]   
U

t t ji i t

j

i j a f O 






            (12) 

     
1

1 1

0

[ ]
N

t t ij j t

j

b i j a b O


 



              (13) 

 The gamma and di-gamma variables are computed 

as in (14) and (15), respectively. 

 

 
   
( | )

t t

t

i b i
g i

P O




                (14) 

 
     1 1

,
( | )

t ij j t t

t

i e f O b j
g i j

P O





 
            (15) 

The values of the initial and state transition and 

symbol emission probability matrices are computed 

in (16), (17), and (18), respectively. 
 

 0    i i                 (16) 

                

   
2 2

0 0

   , /  
T T

ij t t

t t

e g i j g i
 

 

                              (17) 

 
 

   
1

0,1, 1 0

  /  

t

T

j t t

t T t

O y

f y g j g i

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

  
ò

                    (18) 

 

Feasible solutions from 100 iterations using (16), 

(17), and (18) are considered chromosomes for the 

proposed GA, where the probability of computing 

the probability of an observation by the HMM 

denoted by P(O|λ) is considered the fitness function. 

Multiple point crossover and mutation are then 

performed to select the best 50 solutions for the next 

generation which are transformed as particles 

possibly searching for a possible solution using the 

Particle PSO algorithm. Each particle’s velocity and 

position are computed and updated iteratively as in 

(19) and (20), respectively. 

( 1) ( ) ( )
i i iX t X t V t                (19) 

 

^

2

( 1) ( ) ([0,1])( ( ) ( ))

([0,1])( ( ) ( ))

i i i i i

i i

V t wV t r X t X t

r X t X t





   

  (20) 
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The best solution of each particle is compared with 

the best position of the entire group and appropriate 

adjustments are made. The resulting row, R3 for any 

given pair of rows, R1 and R2 from two HMMs, λ1 

and, λ2 for the initial, state transition and, emission 

probability matrices are computed as in (21). 

However, the sum of each row in these three (3) 

matrices satisfies the row stochastic property (values 

must sum up to 1). 

3 1 2

1 1, 2 2,

(1 )

(1 ) (1 ) ..., (1 )N N

R R R

S T S T S T

 

     

  

      
        (21) 

 

3.4 Model evaluation metrics  

As presented from (22) to (25), the study evaluated 

the performance of the proposed models using F1-

scores(F1), precision(P) and, recall(R) metrics due 

to the highly skewed nature of the datasets used. The 

false positive (Fp)and false negative (Fn) rates as 

well as the receiver operating characteristics graph 

were also employed to establish how well our 

proposed model is capable of distinguishing 

between fraudulent and genuine transactions [22]. 
 

   /p p pp T T F                  (22) 

 / /p p nR TPR T T F                           (23)    

   1 2* * /F P R P R               (24) 

p p n )  FPR F / (F T                                        (25)     

4. Results and Discussion 

20% of each of the datasets was retained for 

validation purposes, and the rest were used to 

optimize the parameters of the models. Simulations 

were done in a Python programming environment 

for the various numbers of hidden states and their 

performance compared to the multi-layered HMM 

approach proposed by Zegeye et al. [7] denoted as 

SLHMM. 

 

4.1 Confusion matrix 

With about 127 fraudulent transactions out of a total 

of 1,390, the confusion matrix as presented in Table 

2 reveals how well our proposed model is able to 

correctly classify positive and negative classes (PC 

and NC, respectively). It is evident that, for both 

datasets, our proposed model obtained relatively 

fewer false negatives and positives as compared to 

the multi-layered HMM approach proposed by 

Zegeye et al. [7]. 

 

 

 

4.2 Recall, precision, F1-score, and ROC curve 

plot 

Our proposed model performed better in terms of 

precision, recall, and F1-scores when compared with 

the multi-layered HMM approach proposed by 

Zegeye et al. [7] for both datasets using different 

numbers of hidden states as presented in Table 3. 

As depicted in the AUC-ROC curves for both 

datasets presented in Figures 2 and 3, our proposed 

model also obtained higher AUC values (higher 

number of TPs and lower number of FPs) for the 

various numbers of hidden states. 

Although our proposed model performed better on 

the PAYSIM dataset, the higher AUC values 

obtained reveal how better it distinguishes between 

fraudulent and genuine transactions as compared to 

that proposed in [7].  

 

4.3 Computational efficiency of models 

For various numbers of states, Table 4 and Figure 4 

contain the time taken to optimize the proposed 

models as well as to detect and classify an incoming 

transaction as fraudulent or otherwise. Using a 

Microsoft Windows-based computer with an Intel 

Core i5 with a CPU speed of 2.30 GHz and a RAM 

size of 4 GB, the relatively lesser time consumed by 

our proposed model for both datasets was performed 

in python programming environment.   

The results revealed that on average for the different 

number of hidden states, the detection times 

obtained by our proposed model are 0.005 s and 0.01 

s and a training time of 0.032 s, and 0.022 s for the 

PAYSIM and MMT datasets respectively.  

These values are better than those obtained by the 

approach proposed by Zegeye et al. [7], which 

obtained detection times of 0.019 s and 0.02 s and 

training times of 0.08 s and 0.079 s for the PAYSIM 

and MMT datasets, respectively. 

 

The faster detection and training times of our 

proposed model are attributed to the fact that it is 

less likely to suffer from overfitting since training is 

performed on smaller amounts of data 

independently. Each data represents some particular 

user behavior large enough to efficiently optimize 

the parameters of a single HMM making it ideal for 

real-time fraud detection. 
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Table 2. Performance of models based on a confusion matrix for different numbers of states. 

  

Model Actual number Hidden sates 

Paysim MMT dataset 

P Pred N Pred P Pred N Pred 

SLHMM 

PC 
2 

  

115 12 113 14 

NC 10 1253 11 1252 

PC 3 110 17 118 9 

NC   6 1257 9 1254 

PC 4 119 8 120 7 

NC   5 1258 10 1253 

PC 5 118 9 115 12 

NC   4 1259 7 1256 

Proposed 

PC 2 125 2 126 1 

NC   2 1261 1 1262 

PC 3 124 3 124 3 

NC   3 1260 2 1261 

PC 4 121 6 122 5 

NC   2 1261 1 1262 

PC 5 120 7 121 6 

NC   1 1262 3 1260 

 
Table 3. Performance of models based on precision, recall, and F1-scores for different numbers of states.

Metric # Hidden states 
PAYSIM dataset MMT dataset 

Proposed SLHMM Proposed SLHMM 

Precision 

2 0.984 0.920 0.992 0.911 

3 0.976 0.948 0.984 0.929 

4 0.984 0.960 0.992 0.923 

5 0.992 0.967 0.976 0.943 

Recall 

2 0.984 0.906 0.992 0.890 

3 0.976 0.866 0.976 0.929 

4 0.953 0.937 0.961 0.945 

5 0.945 0.929 0.953 0.906 

F1 Score 

2 0.984 0.913 0.992 0.900 

3 0.976 0.905 0.980 0.929 

4 0.968 0.948 0.976 0.934 

5 0.968 0.948 0.964 0.924 
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Figure 2. ROC curve plot for various numbers of hidden states using the Paysim dataset. 
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Figure 3. ROC Curve Plot for different number of states based on the MMT dataset. 

 
Table 4. Performance of models based on training and detection times (s) for different number of states.

  

Model # of hidden states 

PAYSIM dataset MMT dataset 

 Training time(s)  Detection time(s)  Training time(s)  Detection time(s) 

SLHMM 

2 0.025 0.012 0.033 0.011 

3 0.098 0.015 0.085 0.014 

4 0.099 0.023 0.098 0.022 

5 0.102 0.025 0.101 0.035 

Proposed 

2 0.021 0.002 0.02 0.002 

3 0.032 0.002 0.031 0.016 

4 0.045 0.005 0.012 0.004 

5 0.036 0.013 0.035 0.022 
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Figure 4. Models’ performance based on average training and detection times (s).  

 

5. Conclusion 

A real-time financial fraud detection system based 

on multi-layered HMMs was proposed and 

implemented in this paper. A number of samples 

were created from the training dataset, where each 

reflected a specific customer transaction behaviour 

and enough to optimize the parameters of a single 

hidden Markov model. An incoming transaction 

was compared with a database containing normal 

user transaction behaviour before it was fed into the 

model in order to compute its probability of 

occurrence.  It is evident from the simulation 

results that for the various number of hidden states, 

our proposed multi-layered HMM obtained a 

precision of 0.984 and 0.986, recall of 0.965 and 

0.971, as well as an F1-score of 0.974 and 0.978 

using the PAYSIM and MMT datasets, 

respectively. These values are better than those 

obtained by using the approach proposed by [14], 

which obtained an average precision of 0.949 and 

0.927, recall of 0.91 and 0.918, and an f1-score of 

0.929 and 0.922 on the PAYSIM and MMT 

datasets, respectively, for the various number of 

hidden states. It implies that our proposed model is 

able to better classify both genuine and fraudulent 

transactions with enhanced optimization and 

detection times. 
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 چکیده:

های کاربردی واقعی از جمله تشخیص نفوذ، های یادگیری ماشینی هستند که برای طیف وسیعی از برنامهالگوریتم (HMMs) مارکوفهای پنهان مدل

چند لایه برای تشخیص و پیشگیری از تقلب در زمان واقعی و در  HMM یک .اندتشخیص الگو، ترمودینامیک و مکانیک آماری و غیره استفاده شده

و تراکنش پول  (PAYSIM) ساز پرداختاین مطالعه از شبیه .شدید تعداد مثبت و منفی کاذب در این کار پیشنهاد و اجرا شده استعین حال کاهش 

های پیشنهادی با استفاده از یک الگوریتم های تشخیص مدلسازی پارامتر و زمانکند و بر کاهش بهینهها استفاده می، مجموعه داده(MMT) موبایل

های دهد که برای حالتسازی نشان مینتایج شبیه. کندسازی ازدحام ذرات تمرکز می، ژنتیک و بهینهBaum-Welch هایتشکل از الگوریتمترکیبی م

و  0.965 )یادآوری ،(MMT و PAYSIM هایبرای مجموعه داده 0.986و  0.984ه ترتیب )ب پنهان اعداد مختلف، مدل پیشنهادی ما از نظر دقت

 هایبرای مجموعه داده 0.978و  0.974 ترتیب )بهF1 و امتیازاتکند(. ترتیب بهتر عمل می، بهMMT و PAYSIM هایمجموعه داده برای 0.971

PAYSIM و MMT )در مقایسه با رویکرد موجود. 

 .لایه چند ،مال، احتسازیهای پنهان مارکوف، بهینهمتقلبانه، مدل :کلمات کلیدی

 


