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Article Info Abstract

Image is a powerful communication tool that is widely used in various
applications such as forensic medicine and court, where the validity
of the image is crucial. However, with the development and
availability of image editing tools, image manipulation can be easily
performed for a specific purpose. Copy-move forgery is one of the
simplest and most common methods of image manipulation. There
are two traditional methods to detect this type of forgery: block-based
and key point-based. In this study, we present a hybrid approach of
block-based and key point-based methods using meta-heuristic
algorithms to find the optimal configuration. For this purpose, we first
search for pair blocks suspected of forgery using the genetic algorithm
with the maximum number of matched key points as the fitness
function. Then we find the accurate forgery blocks using simulating
annealing algorithm and producing neighboring solutions around
suspicious blocks. We evaluate the proposed method on CoMoFod
and COVERAGE datasets, and obtain the results of accuracy,
precision, recall, and loU with values of 96.87, 92.15, 95.34, and
93.45, respectively. The evaluation results show the satisfactory
performance of the proposed method.
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1. Introduction

Images are among the most powerful images. This approach does not need any prior

communication tools between humans. Digital
devices such as cameras and cell phones make
image generation easy at any time and place. In
some applications, images can serve as evidence.
However, if these images are manipulated, they
will lose their credibility. Manipulation is done to
hide or add information to the image, creating a
forgery. In forgery images, the structure and
texture of the images are altered [1].

Forgery images can be generated by two major
approaches: active and passive. In the active
approach, information is inserted into the original
image to create a forgery image. This approach
requires both the original and the forgery images to
extract the information from the forgery image.
Examples of active approaches are digital
watermarking and digital signatures [2].

In the passive approach, forgery images are created
by inserting, removing or modifying parts of

information such as the original image, unlike the
active approach, so it is more popular. Passive
approaches include copy-move, image splicing,
image retouching, and object removal [3].
Copy-move forgery is one of the most common
methods of creating a forgery image. It involves
copying and pasting one or more regions of an
image into other regions of the same image. To
make the forgery more realistic, geometric
transformations and post-processing operations are
also applied among with copying and pasting. This
method is easy to implement but hard to detect [4].
Traditional copy-move forgery detection methods
can be mainly classified into two categories: block-
based and key-point-based methods [5].

In the block-based method, first in the pre-
processing step, an image is divided into
overlapping or non-overlapping rectangular or
circular blocks. Next, in the feature extraction step,
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feature vectors are extracted from all blocks by
feature extraction algorithms such as Discrete
Cosine Transform (DCT), Discrete Wavelet
Transform (DWT), Local Binary Patterns (LBP),
Polar Complex Exponential Transform (PCET),
etc. [5-9]. Finally, in the feature matching step,
similar blocks are found using sorting, correlation,
and calculating Euclidean distance between feature
vectors. The block-based method is easy to
implement, but it has high computational
complexity and poor performance against
geometric transformations such as rotation and
scaling. [10].In the key-point-based method, in the
feature extraction step, feature points are extracted
from the whole image using various key point
extraction algorithms such as Scale-Invariant
Feature Transform (SIFT) [11], Speeded Up

methods

Image forgery detection

Robust Features (SURF) [12], Binary Robust
Invariant Scalable Keypoints (BRISK) [13], and
Features from Accelerated Segment Test (FAST)
[14] algorithms without dividing the image. In the
feature-matching step, key points are matched
based on their feature vectors with different
approaches such as clustering, Euclidean distance,
and nearest neighborhood.

The  key-point-based  method low
computational complexity  and suitable
performance against geometric transformations
and post-processing operations. However, poor
performance in detecting small and smooth forgery
regions due to the lack of sufficient key points is
one disadvantage of this method. A summary of the
mentioned contents is given in Figure 1.
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Figure 1. Summary of copy-move forgery detection techniques.

This study focuses on copy-move forgery detection
and presents a hybrid method that combines block-
based and key-point-based methods, and meta-
heuristic algorithms. The r

est of this study is organized as what follows.
Section 2 provides a brief overview of previous
research works in forgery detection. Section 3
explains three meta-heuristic algorithms that were
used in this study. Section 4 describes the details of
the proposed method. Section 5 evaluates the
experiment results and compares them with other

methods. Section 6 concludes the study.

2. Related works
In the recent years, different forgery detection
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algorithms have been performed based on three
methods, block-based, key-point-based, and hybrid
methods. This section reviews some studies on
these methods. For example, Mahmood et al. in
2016 proposed a block-based method that used a
combination of DCT and Principal Component
Analysis (PCA) algorithms to detect copy-move
forgery [15]. They converted the RGB image into
a gray image in the pre-processing step. Then they
split the gray image into overlapping square blocks.
In the feature extraction step, they used the DCT
components and extracted feature vectors from all
blocks. These feature vectors had high dimensional
feature space, so they applied the PCA algorithm to
achieve the reduced dimensional feature vector
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representation. Finally, they found similar blocks
by calculating the Euclidean distance between all
block features.

The color and texture information are two
important components for copy-move forgery
detection. Zhu et al. proposed a block-based
method that used these two components with the
color local binary patterns (CoLBP) algorithm
[16]. They applied the CoLBP algorithm to the
image in the pre-processing step to combine the
color information and LBP texture. Then they split
the image into overlapping blocks. In the feature
extraction step, they used the Gray Level Co-
occurrence Matrix (GLCM) to extract features
from all blocks. Finally, in the feature matching
step, they used the improved kd tree algorithm to
find similar blocks.

In another study, Kumar et al. investigated a block-
based method with a hybrid of DCT and SVD
algorithms [17]. They converted the RGB image
into a gray image in the pre-processing step,
applied the SWT algorithm on the gray image, and
divided the low level (LL) band image obtained
from SWT into overlapped blocks. Then in the
feature extraction step, they used DCT and SVD
algorithms to extract reduced feature vectors from
all blocks. Finally, in the feature matching step,
they used Euclidean distance to find similar blocks.
Unlike the block-based method, the key-point-
based method extracts feature points from the high
entropy regions and describes local features
without dividing the image. Therefore, the key-
point-based methods are faster than the block-
based methods. Alberry et al. proposed a key-
point-based method for copy-move forgery
detection [18]. They used the SIFT algorithm to
extract key points from the image in the feature
extraction step. Then they used the Fuzzy C-means
(FCM) clustering algorithm to match similar
features of these key points in the feature-matching
step.

Another study [19] proposed a key-point-based
method that used a combination of two key-point
extraction algorithms. They extracted key-points
with SURF and A-KAZE algorithms in the feature
extraction step to obtain sufficient key points. Then
they used Euclidean distance to evaluate the
similarity of two key-point descriptors. They sorted
these distances and used the 2NN algorithm to
detect similar key-points.

Most of the existing copy-move forgery methods
fail to detect forgery in smooth areas. To solve this
issue, Fatima et al. presented a two-step key-point-
based forgery detection method [20]. They used the
SIFT algorithm to detect keypoints in smooth
regions and the FAST descriptors to detect key-
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points from missing regions in the feature
extraction step. Then in the feature matching step,
they matched key-points using the generalized 2nd
nearest neighbor algorithm.

Some researchers use a hybrid of block-based and
key-point-based methods to exploit the advantages
of both methods. For instance, Sreelakshmy
proposed a hybrid method for forgery detection
[21]. They split the image into square overlapping
blocks and extracted key-points using the SURF
algorithm from all blocks. Then they compared
blocks based on their key-points and found similar
blocks if the number of similar key points exceeded
a preset threshold.

Another study investigated a hybrid method that
used DCT and Oriented FAST and Rotated BRIEF
(ORB) algorithms [22]. They converted the RGB
image into a gray image in the pre-processing step
and divided the gray image into overlapping square
blocks. In the feature extraction step, they used the
ORB algorithm and the DCT algorithm to extract
key-points and feature vectors from all blocks,
respectively. Then in the feature matching step,
they matched the extracted DCT features based on
Euclidean distance and the extracted ORB key-
points using the k-NN algorithm based on
Hamming distances to detect similar blocks. Table
1 summarizes the reviewed studies.

Table 1. Summary of copy-move forgery detections.

Year Method Summary
Feature extraction: (DCT +
2018 [15] Block-based PCA) and Feature matching:
(Euclidean distance)
Feature extraction: (CoLBP +
2016 [16] Block-based GLCM) and Feature matching:
(Kd-tree)
Feature extraction: (DCT +
2023 [17] Block-based SVD) and Feature matching:
(Euclidean distance)
Key-point- Feature extraction: (SIFT) and
2017 [18] based Feature matching: (Fuzzy C-
mean clustering)
Key-point- Feature extraction: (Surf + A-
2018 [19] based KAZE) and Feature matching:
(2 Nearest Neighbor)
Feature extraction:
Key-point- (SIFT+FAST) and Feature
2022 [20] based matching: (Generalized 2nd
nearest neighbor)
Feature extraction: (SURF) and
. Feature matching: (Comparing
2019 [21] Hybrid the number of similar key
points)
Feature extraction: (DCT +
ORB) and Feature matching:
2020 [22] Hybrid (Euclidean distance, K Nearest

Neighbor based on Hamming
distance)

3. Background

The aim of this study is to detect copy-move
forgery. To achieve this, we use a combination of
two meta-heuristic algorithms: the genetic
algorithm or the artificial bee colony algorithm,
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which identify the suspected regions of forgery,
and the simulated annealing algorithm, which
refine the detection of these regions. In this section,
we provide a brief overview of these three
algorithms.

3.1. Genetic algorithm (GA)
The genetic algorithm is a stochastic optimization
algorithm that is inspired by Darwin’s theory of
natural selection. This algorithm is a population-
based search algorithm that can solve optimization
problems with complex and unknown search
spaces. The main components of the GA are the
solution representation, the selection, crossover,
and mutation operators, and the fitness function
evaluation [23-25]. The following steps briefly

describe the genetic algorithm:
1- The parameters of the algorithm such as
population size, maximum number of

iterations, and fitness function are
specified according to the problem.
2- An initial population of candidate

solutions is randomly generated and the
iteration index is set to zero.

3- The fitness value of each solution is
calculated.

4- A subset of the current solutions is selected
based on their fitness values. The cross-
over and mutation operators are applied to
these selected solutions to produce new
solutions.

5- The old population is replaced by the new
population and the iteration index is

incremented.
6- If the iteration index reaches the maximum
iteration, the best solution of the

population is returned as the final solution;
otherwise, the process goes back to step 3.
Figure 2 illustrates the steps of the genetic
algorithm.

3.2. Simulating Annealing (SA) algorithm
Simulated annealing (SA) is another optimization
algorithm that simulates the annealing process of
metals. SA iterates according to a variable
temperature parameter that mimics the cooling of
the metals. This algorithm starts with a high
temperature and gradually decreases it to approach
the optimal solution [26]. The steps of the SA
algorithm are briefly stated as follows:

1- The algorithm parameters such as initial
temperature, cooling function, termination
condition, and fitness function are set.

2- A random initial solution is generated
based on the problem and its fitness value
is calculated.
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3- New solutions are created around the
current solution by applying suitable
operations.

4- The fitness value of each new solution is
computed. If this value is better than the
fitness value of the current solution, the
new solution is replaced; otherwise, the
new solution is replaced using the
probability factor with the Metropolis rule.
Eqg. (1) introduces this rule.

1, if F(X ) < FX

exp(- FXnew?) " FXo1g)

T

old)
P=

) if F(Xnew) >= F(Xold)

5- The temperature value is reduced by the
cooling function.

6- Thealgorithm terminates if the termination
condition is met; otherwise, it goes back to
step 3. The steps of the SA algorithm are
illustrated in Figure 3.

Start

Initial population

Calculate the
fitness function

v

Selection

b

Crossover

b

Mutation

Is termination criteria
satisfied

Figure 2. Flowchart of genetic algorithm.

3.3. Artificial bee colony (ABC) algorithm

The artificial bee colony (ABC) algorithm is
another optimization algorithm that mimics the
behavior of bees in finding food sources. In this
algorithm, a food source’s position represents a
potential solution to the optimization problem and
its nectar amount corresponds to the fitness
function of the related solution. This algorithm
aims to find the food source with the most nectar.
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The steps of the ABC algorithm using three types
of bees, employed, onlooker, and scout bees, are
given below [27, 28]:

1- The algorithm parameters such as the
number of food sources, employed,
onlooker, and scout bees, maximum
number of iterations, and fitness function,
are set.

2- A set of candidate solutions is created as
food sources based on the problem.

3- Employed bees visit food sources and
measure the nectar amount in each source.

4- After assessing food sources, the onlooker
bees choose food sources based on their
nectar amounts.

5- Scout bees explore areas to find new food
sources.

6- The  best-found
remembered.

7- Thealgorithm terminates if the termination
condition is met; otherwise, it goes back to
step 3. The steps of the ABC algorithm are
illustrated in Figure 4.

Randemly generate the initial
solution x;, and cFmpute the

food source is

fitness function f(x,)

l

[ Generate new solution ...,

and compute the fimess
fimetion f(¥new)

|

[ f = fne) — F30) ]

P

[ Accept new solution J [ Accept new solution ]

according to Metropolis rule

[ Decrease temperature J

]‘7

slowly

l

Is termination
criteria satisfied?

Figure 2. Flowchart of SA.

4. Proposed Method

Figure 5 summarizes the proposed method. The
following sections explain each step of the method
in detail.

4.1. Pre-processing

Some forgery detection algorithms start with pre-
processing. This step involves operations such as
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converting color images to grayscale, resizing
images, and equalizing image contrast.

Scout Bee
(Generate initial solutions randomly)

Employed Bee Phase
(Neighborhood search around corresponding solutions ,
generate new solutions, update the original solutions)

Onlooker Bee Phase
(Neighborhood search around pseudo-randomly selected solutions,
generate new solutions, update the original solutions)

Scout Bee Phase
(Abandon the solutions that have not been updated for a long time,
generate new solutions randomly)

Figure 3. Flowchart of ABC algorithm.

4.2. Finding suspected blocks of forgery using
genetic/ABC algorithm

The next step is to find suspected forgery blocks
using a combination of block-based and key point-
based methods. The basic block-based method
requires comparing all pairs of blocks, which is
very time-consuming and complex. To overcome
this problem, we use the genetic algorithm or
artificial bee colony algorithm to compare only a
few block pairs based on their number of key
points. This way, we can identify suspected forgery
block pairs. The following sections describe how to
use the genetic algorithm to find these block pairs
in detail.

4.2.1. Initial
algorithm
All meta-heuristic algorithms start with generating
initial and random solutions. In the genetic
algorithm, each solution is a chromosome, and
each chromosome has a number of genes. The
number of chromosomes and genes depends on the
problem. In this study, we randomly generate 100
chromosomes with 6 genes as the initial
population. The first 4 genes of each chromosome
represent the x and y coordinates of the left and top
corner points of the block pairs, and the last 2 genes
indicate the height and width of the blocks. Figure
6 shows a chromosome example.

It should be noted that the proposed chromosome
is not suitable for detecting multiple forgery
regions. To solve this problem, the genes of the
chromosome should be modified in such a way that
instead of discovering the x and y coordinates of

population of genetic /ABC
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two blocks suspected of forgery, it searches for the
x and y coordinates of multiple similar blocks.

Pre-processing step

(resizing, converting

RGB into gray level,
and equalization)

Implementation of genetic
algorithm and obtaining
suspected blocks of forgery

Keypoints with MinEigen

Implementation of SA
algorithm and obtaining
accurated blocks of forgery

Finding forgery objects in blocks
using key points algorithms.

A

Figure 4. Flowchart of the proposed method.

Hblockl Y-blockl Hblock2

Y-block2 Width

Figure 5. An example of one chromosome.

The chromosomes have x and y values that are
randomly generated within the range of the image
rows and columns, and the width and height values
of the blocks are user-defined. The width and
height values of the blocks are usually large and
fixed in the genetic algorithm, so that it can search
for large suspected forgery blocks. Figure 7 shows
three random solutions from the initial population
on the selected image.

Figure 6. Three random solutions of the initial population
on the selected image.

4.2.2. Fitness
algorithm

The fitness function (FF) is a crucial part of the
meta-heuristic algorithm that takes a lot of time to
execute. This function measures the suitability of
each solution. In each iteration of meta-heuristic
algorithms, the fitness function evaluates the
population and selects the best solutions for the
next iteration to create a new population. In this
study, the fitness function is the inverse of the
number of matching key points of block pairs. Eqg.
(2) shows this fitness function.

function of genetic /ABC

1
F=
Total number of matched keypoints of blocks

@

There are different key point extraction algorithms,
such as FAST, SURF, BRISK, etc. A problem in
key point-based forgery detection methods is the
lack of enough key points in smooth and small
regions. To address this issue, we use the total
extracted key points from five methods: SURF,
FAST, BRISK, Harris, and MinEigen. Figure 8
shows the extracted key points by different
algorithms on suspected forgery blocks.
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Keypoints with FAST

Keypoints with SURF

Keypoints with BRISK

Keypoints with Harris

Keypoints with MinEigen

Figure 7. Extracted key points with different algorithms.

4.2.3. One-point cross-over operator of genetic
algorithm

The  cross-over  operator generates new
chromosomes in the genetic algorithm. It selects
two chromosomes based on the cross-over rate and
splits them from the same location into two parts.

Then it combines the right part of one chromosome
with the left part of another chromosome to create
two new chromosomes. This way, the coordinates
of the block corners are swapped and two new
solutions are produced. Figure 9 shows a cross-
over operator example at the third location.

Chl Hblockl T-blockl -block2 T-block2 Height Width
Ch H'-blockl T -blockl] H'-block T -block2 Height Width
Ol Hblockl T-blockl U -block T -block2 Height Width
Oz H'-blockl T -blockl] Hblock2 T -block2 Height Width

Figure 8. An example of a cross-over operator.

4.2.4. Mutation operator of genetic algorithm
Mutation is another operator in genetic algorithms.
It randomly changes genes based on the mutation
rate. The mutation is a useful operator; it brings
back the removed genes and adds new genes to the
population. In the proposed method, the mutation

operator randomly changes the coordinates of one
block. Figure 10 shows a mutation operator
example. It randomly selects the first block and
generates its x and y coordinates randomly within
the range of the image rows and columns.

Chl H-blockl ¥-blockl H-block? Y-block2 Height Width
0ff1 W-block] F-block] N-block? Y-block? Height Width
Figure 9. An example of a mutation operator.
4.2.5. Selection operator of the genetic higher chance of being selected. In the proposed

algorithm

The selection is based on the fitness function of
chromosomes in the genetic algorithm. A
chromosome with a high fitness function has a
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method, each iteration applies the cross-over and
mutation operators to 80% and 5% of the current
population, respectively, and generates new
solutions. Then it calculates the fitness functions of
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new solutions and selects the next iteration
population from the current population and new
solutions. These processes repeat until it finds the
optimal or near-optimal solution.

4.2.6. Termination condition of
algorithm/ABC algorithm/SA algorithm
The termination condition is a crucial and basic
component of the meta-heuristic algorithms. It can
be chosen from one of these options:
1- The algorithm stops after a fixed number
of iterations.
2- The algorithm stops after a certain time.
3- The population does not change after
several iterations.
4-  The algorithm finds a solution with a pre-
defined fitness function.
In this study, we use a fixed number of iterations.

genetic

4.3. Finding accurate blocks of forgery using SA
The genetic algorithm/ABC algorithm finds large
blocks suspected of forgery, and then the SA
algorithm refines the forgery blocks. Next, we
explain the steps of the SA algorithm in the
proposed method.

4.3.1. Initial solution of SA algorithm

The genetic algorithm/ABC algorithm sorts all
solutions of the final iteration by their fitness
functions. Then it chooses the solution with the
best fitness function as the initial solution for the
SA algorithm. Figure 11 shows the initial solution
of the SA algorithm from the genetic
algorithm/ABC algorithm.

Figure 10. An example of an initial solution of SA
algorithm.

43.2. Generate new solutions in the
neighborhood of the initial solution

This step generates some new solutions around the
initial solution by using suitable actions. Then it
calculates the fitness function value of each new
solution. If this value is better than the current
solution, it accepts the new solution as the current

solution; otherwise, it accepts the new solution
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based on the Metropolis rule probability. Eq. (3)
defines the fitness function of the SA.
FF = 1 ] 1 ®3)
The matched points of blocks Heightx Width

The temperature is a key component of the SA
algorithm. It decreases at the end of each iteration
of the SA algorithm. The temperature is high in the
initial iterations. High temperature increases the
probability of accepting a new solution. By
lowering the temperature in the final iterations, the
probability of accepting new solutions decreases
and the algorithm converges to the optimal or near-
optimal solution. In the proposed method, the SA
generates 24 new solutions by adding or
subtracting a fixed value to the coordinates, width,
and height of the block pair. We consider adding
and subtracting zero, one, and two values. Next, we
present the parameters of two algorithms, genetic
and SA, in Tables 2 and 3, respectively. We
selected these parameters using the cross-
validation technique.

Table 2. Parameters of genetic algorithm.

Population Maximum Crossover Mutation
size iteration rate rate
100 100 0.80% 0.05%

Table 3. Parameters of SA algorithm.

Number of

Maximum neighboring Initial
iteration solutions temperature
100 24 1000

5. Expriment results

We implemented the proposed method with Matlab
language and used built-in functions of the Matlab
platform for different key point extraction
algorithms.

5.1. Dataset

We used two forgery datasets, COVERAGE [29]
and CoMoFod [30], for evaluation. The
COVERAGE dataset has 100 forgery images with
similar but genuine objects, which make forgery
more realistic and challenging. These images were
created by the copy-move method with different
geometric transformations like scaling and
rotation. This dataset has no post-processing
operations. Figure 12 shows some examples of this
dataset.

The CoMoFod dataset contains 5000 forged
images with 512 x 512 pixels. It used the copy-
move method to create forged images. The forged
images in this dataset have geometric
transformations such as scaling and rotation, and
different post-processing operations such as JPEG
Compression (JC) with different quality factors,
Image Blurring (IB), Noise Adding (NA) using the
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average filter with different sizes ([3 x 3,5 x 5, and
7 x 7]), Brightness Change (BC), Color Reduction
(CR), and Contrast Adjustments (CA) that are not

PHOTO _— - 3

B “RAME

\ PHOTO PHOTO
FRAM FRAME

|

present in other datasets. Figure 13 shows some
examples of this dataset.

Figure 12. Some examples of the CoMoFod dataset. First row: Forgery images, second row: Ground truth images.

5.2. Evaluation metrics

Forgery detection is investigated in two levels:
image forgery detection and pixel forgery
detection. These two levels are evaluated with
some of the standards evaluation metrics such as
Accuracy (ACC), Recall (R), Precision (P), F1
score, and Intersection over Union (loU) [31].
These metrics have been obtained from four
components of the confusion matrix: True Positive
(TP), False Positive (FP), False Negative (FN), and
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True Negative (TN). Table 4 defines the evaluation
metrics.

5.3. Main result

We evaluated our method on the images of two
datasets: COVERAGE and the images with
different post-processing operations such as
blurring, noise adding using the average filter with
different sizes ([3 x 3, 5 x 5]), and JPEG
compression with different quality factors ([20, 30,
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80, and 90]) from CoMoFod. We first used the Table 4. Different evaluation metrics.
genetic algorithm with 100 initial random solutions Evaluation metrics Formula

to detect the suspected forgery blocks. Then we Accuracy TP+ TN
used the best solution of the genetic algorithm as N TP+TNFFP+EN
the starting point of the SA algorithm. This Precision (P) TP FP
algorithm moved to the optimal or near-optimal Recall (R) L
solution by defining a suitable operation in the Iw k&b
neighborhood of the initial solution. Finally, we Fl R+P
detected the forged objects in pair blocks by using loU TP

TP+ FN + FP

key-point algorithms. Figure 14 shows some
results of our method on some images.

Figure 13. Result of the proposed method on some images. First column: Suspected forgery blocks obtained from the genetic
algorithm, the second column: Accurate forgery blocks obtained from the SA algorithm, third column: Matched key points of
forgery objects.
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We should mention that the proposed method
performs well in detecting forgery regions with
geometric transformations and post-processing
operations.

Because in the proposed method, we used a
extraction

of keypoint

combination five

algorithms: SURF, FAST, BRISK, Harris, and
MinEngin. Figure 15 shows the proposed method
result on some forgery images with geometric
transformations and post-processing operations.

Figure 14. Result of the proposed method on some images with geometric transformations and post-processing operations.
First column: Forgery blocks obtained from the SA algorithm, second column: Ground truth images, and third column:
Matched key points of forgery objects.

5.4. Comparison and discussion

Forgery detection can be performed at two levels:
image level and pixel level. Some studies only
detect the forged image, while others detect both
the forged image and the forged pixels. There are
two traditional methods for copy-move forgery
detection: block-based and key-point-based.
Studies show that block-based methods have high
computational time and complexity, and they are
not robust to some geometric transformations and
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post-processing. Key-point-based methods are
more robust to geometric transformations, but they
are not effective in detecting small forgery regions
due to the lack of sufficient key-points. Both block-
based and key-point-based methods have different
steps of pre-processing, feature extraction, and
feature matching. The parameters of these steps
must be adjusted individually according to the
images of the dataset to detect forgery. Therefore,
each forgery detection method has its own
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parameters and settings, and it has been evaluated
on specific forgery types and datasets. When the
type of forgery or the dataset changes, the method

may lose its effectiveness. In following, a
comparison of the proposed method with a block-

based method, a key-point-based method, and a
hybrid method on the same images from the
COVERAGE and CoMoFod datasets is given in

Table 5.

Table 5. Comparison of the proposed method with other methods.

Method ACC P R F1 loU Times (s)

Block-based method (DCT) [32] 95 99.21 82.26 89.94 75.73 192.28 s

Key point-based method (DWT + SIFT) [33] 90.11 75.71 100 86.17 86.93 51.12s

Hybrid method (DCT+ORB) [22] 85.5 84.31 87 85.58 84.82 105.81s

proposed method with ABC and SA algorithms (DCT) 95.47 90.80 89.34 90.06 79.44 70.37s
proposed method with GA and SA algorithms (LBP) 95.05 90.15 91.80 90.96 78.81 70.51s
proposed method with G(QSECIL)S)A algorithms (key-point 94.47 91.72 92,58 91.34 91.15 71.65
proposed method with GA aqd SA algorithms (5 key-point 96.87 92.15 95.34 93.71 93.45 90.19

algorithms)
In addition to comparing the proposed method with 93.45, respectively. The experimental results

other studies, we investigated the proposed method
with different fitness functions. The experiment
results show that the block-based method takes a
lot of time and performs poorly against geometric
transformations like rotation and scaling. The key-
point-based method is robust to geometric
transformations and post-processing operations,
but it performs poorly in detecting small and
smooth forgery regions.

According to the studies, it can be understood that
forgery detection is a very challenging problem and
it is still an open research topic. Some of the
challenges in this field are: forgery detection in
smooth and small regions, forgery detection with
geometric transformations and various post-
processing operations, multiple forgery detection,
forgery detection using a combination of traditional
and deep learning methods, and generalizing the
forgery detection method on various forgery
datasets.

6. Conclusion

Copy-move forgery is one of the simplest image
manipulation techniques. In this paper, we
proposed a hybrid method that combines block-
based and keypoint-based methods. We first used
the genetic algorithm to compare a limited number
of pair blocks based on the number of matched
keypoints and identify the suspected forgery
blocks. This algorithm avoided comparing all pair
blocks, so it improved the speed. Then we used the
simulating annealing (SA) algorithm to find the
accurate forgery blocks by generating new
solutions around the best solution from the genetic
algorithm. Finally, we identified the forged objects
in the pair blocks using matched keypoints. We
evaluated our method on images from the
CoMoFod and COVERAGE datasets and we
obtained the results of accuracy, precision, recall
and loU with values of 96.87, 92.15, 95.34, and
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showed that our approach is almost fast and robust
to geometric transformations such as rotation,
scaling, and their combination, and post-processing
operations such as blurring, adding noise, and
JPEG compression.

However, our method is not effective in detecting
very small and smooth forgery regions and
multiple forgery regions. In future work, we plan to
use deep learning methods to solve the first
problem and compare multiple blocks in each
chromosome instead of two blocks in meta-
heuristic algorithms to solve the second problem.
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