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 Edge computing is an evolving approach for the growing computing 

and networking demands from end devices and smart things. Edge 

computing lets the computation to be offloaded from the cloud data 

centers to the network edge for lower latency, security, and privacy 

preservation. Although energy efficiency in cloud data centers has 

been widely studied, energy efficiency in edge computing has been left 

uninvestigated. In this work, a new adaptive and decentralized 

approach is proposed for more energy efficiency in edge 

environments. In the proposed approach, edge servers collaborate with 

each other to achieve an efficient plan. The proposed approach is 

adaptive, and considers workload status in local, neighboring, and 

global areas. The results of the conducted experiments show that the 

proposed approach can improve energy efficiency at network edges; 

e.g. by task completion rate of 100%, the proposed approach decreases 

energy consumption of edge servers from 1053 Kwh to 902 Kwh.  
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1. Introduction 

DATA centers are thought to use 200 terawatt 

hours (TWh) of energy annually, which is more 

than some nations need. Additionally, they are 

thought to be responsible for 2% of global CO2 

emissions [1]. Edge computing as an evolving 

approach leads to a greater guarantee of fairness 

between edge resources. It has the potential to 

significantly reduce the amount of information 

moving through the community, freeing up 

bandwidth. In edge computing, servers are set up 

at the network's edge so that computation can take 

place close to the data sources. This has two 

benefits: edge servers function as cloud service 

providers for downstream data, putting resources 

close to end users to reduce service request 

latency; for upstream data, it helps to enhance 

network transmission. The positioning of edge 

servers is vital and crucial since it is the initial 

stage in the implementation of an edge computing 

architecture. To reduce request delays, it is ideal 

to deploy as many edge servers as possible. 

However, doing so would result in significant 

power consumption. As a result, there will surely 

be a significant overall energy usage. 

Additionally, due to its limited scale and 

fragmented deployment, it cannot benefit from the 

high equipment efficiency that comes with scale 

advantages. Therefore, problem of energy 

efficiency in edge computing will be a great 

challenge. In cloud data centers, where there are 

large volume of requests from different places, 

wasting time is very low. However, in edge only 

local requests are processed and at non-peak 

intervals local resources may waste energy. To 

decrease power consumption, some edge servers 

can be switched to sleep mode. But decision-

making about switching should be done based on 

workload status of a server and its neighbor 

servers at adjacent locations. Irregular Cellular 

Learning Automata (ICLA) is a distributed 

learning tool in which a number of learning 

automata are located in a graph-like structure and 

cooperate with each other. Each learning automata 

learns by applying different actions to 

environment and getting their responses. They 

consider states of all neighbor learning automata 

in choosing their actions. Learning automata and 

ICLA are employed in a wide range of 
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applications in different areas such as wireless 

sensor networks [2, 3], social networks [4, 5], and 

cellular channel assignment [6]. The obtained 

results show capabilities of ICLA in distributed 

decision-making problems. Due to the capabilities 

of ICLA in distributed and decentralized learning 

problems, we decided to use it for the problem of 

energy-efficient resource management in edge 

environments for the first time. The proposed 

approach is self-adaptive, and changes in 

environment trigger learning automata to change 

ICLA behavior. Moreover, workload status in 

local, neighboring, and global environments are 

used in our work as an innovation for better 

handling of energy consumption. Considering 

local, neighboring, and global load status results 

in better decisions. Because of complex 

interactions among edge devices, servers, and 

cloud data centers, issue of energy efficiency and 

power consumption in edge servers is not 

sufficiently addressed. The topic of energy 

efficiency among edge servers is the main 

emphasis of this work. To save energy, each edge 

server in our work has two modes: ON and 

Standby. At the non-peak time, a node can switch 

to Standby mode to decrease energy consumption. 

However, decision-making about switching to 

standby mode is not simple. A wrong decision 

may lead to failure in completing offloaded tasks. 

When an edge server switches to standby mode, 

its tasks should be accomplished by its neighbors. 

Therefore, it is necessary to involve status of 

neighbor nodes in decision-making. Decisions are 

about putting a server in ON/STANDBY mode. 

The proposed approach is also adaptive, and any 

changes in workload may cause the resources 

switch to another mode. The results of the 

conducted experiments show that the proposed 

approach can improve energy efficiency in edge 

environments. The remainder of the paper is 

organized as what follows. In section 2, related 

works are reviewed. Section 3 introduces some 

preliminary concepts that are used in next sections 

of the paper. Section 4 presents the proposed 

approach, and section 5 contains the details of the 

conducted experiments including platform, data 

set, simulation details, and the obtained results. 

Section 6 concludes the paper. 

 

2. Related Works  

In cloud computing, the placement problem has 

received extensive attention. For example, a large-

scale wireless metropolitan area network, [7] 

explores the cloudlet placement challenge. They 

show that the problem is NP-hard, and suggest a 

fast scalable heuristic solution. Work in [8] 

attempts to maximize the trade-off between 

deployment expense and end-to-end delay in their 

work. They suggest an algorithm to select 

strategic points in order to decrease the end-to-end 

delay and reduce the number of edge servers. 

Mobile edge computing has distinct limitations 

than cloudlets. The placement of virtual machines 

(VMs) can be optimized to save energy [9], and 

this is a common topic in cloud computing. For 

instance, [10] uses algorithms based on mixed 

integer programming to address complex VM 

placement issues. To determine the physical 

machine energy consumption, they develop a non-

linear power consumption model. Work in [11] 

proposes an energy efficient independent task 

scheduler using supervised neural networks with 

the aim to reduce energy consumption, execution 

overhead, and number of active servers. In [12], 

problem of energy-aware edge server placement is 

studied and tried to find a more effective 

placement scheme with low energy consumption. 

The problem is formulated as a multi-objective 

optimization problem, and a particle swarm 

optimization-based energy-aware edge server 

placement algorithm is devised to find the optimal 

solution. Evaluation of the algorithm illustrates 

that the algorithm can reduce more than 10% 

energy consumption with over 15% improvement 

in computing resource utilization, compared to 

other rival approaches. 

There are many issues that effect on consumed 

energy of a data center, data center operations, 

and computational load management [13]. The 

existing works for improvement of energy 

efficiency concentrate on workload allocation so 

that the requirements of the application can be met 

with a minimum number of machines. Task 

allocation, service migration, and energy 

scheduling issues to decrease energy consumption 

are considered in Gu et al. [14]. They propose an 

approach that formulates virtual machines (VM) 

migration and power planning issues with the goal 

of minimizing power costs. Next, to solve this 

problem, a low-complexity algorithm is designed. 

A collaborative cloud and edge data analytics 

platform is proposed by Stefan et al. [15] that 

extends the idea of server-less computing to the 

network edge. Delay-sensitive jobs are processed 

at the platform's edge for real-time response, 

while tasks that need a lot of computing power are 

transferred to the cloud for processing and storing. 

Understanding and improving energy efficiency 

becomes difficult [16-19], and there are two 

common ways to fix the issue: either by 

consolidating the workload or by shutting down 

the extra servers. There have been several relevant 
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studies in the recent years to improve energy 

efficiency in data centers using machine learning-

based methods [11,20-22]. Numerous factors 

including power delivery, heat generated by data 

center operations, and associated cooling costs, 

and computational load control, all have an impact 

on the energy usage of data centers [13]. A 

comprehensive overview of works regarding the 

energy-aware Edge service and applications in 

literature is included in Table 1. 

 
3. Preliminary Concepts  

In this section, we present some preliminary 

concepts. For details about learning automata, 

ICLA and its applications, we refer the readers to 

[23]. 

Neighbor Resource: Resource A is neighbor of 

B, if it is possible to delegate tasks of resource A 

to resource B and vice versa. For example, A can 

decide to switch to standby mode and B handle 

the tasks in buffers of A. We used fixed 

neighboring for edge nodes. E.g., Figure 2 shows 

the neighboring relations by edges between nodes.   

Neighbor-based Agreement (NBA): It is an 

agreement over a period of time that determines 

states of a resource and its neighbors. Here, set of 

states is {ON, Standby}*. Energy usage of a 

resource in Standby state is very low, and 

according to agreement, other neighbors that are 

in ON mode offer service to tasks of the resource 

in standby mode. 

Compatible Point (CP): In ICLA structure, it is 

equivalent to Nash Equilibrium (NE) point, if all 

nodes in an ICLA to be neighbors. However, 

when neighboring relation is defined just between 

some nodes, CP is used instead of NE. In CP, 

each node cares about the actions of its neighbors 

only. The selected action of a non-neighbor node 

has indirect effect on utility of a node. 
 

Notations: some notations that are used in the 

following sections of the paper, are listed below: 

GME : Maximum possible energy consumed by 

all resources on the edge over a predefined 

interval T. 

iNME : Maximum possible energy consumed by 

resource I and its neighbors over a predefined 

interval T. 

iLME : Maximum possible energy consumed by 

resource i over a predefined interval T. 

GETCR : Task Completion Rate is percentage of 

completed tasks by all resources in the edge over 

T. 

iNETCR : Percentage of completed tasks by 

neighbors of resource i over T. 

iLETCR : Percentage of completed tasks by 

resource i over T. 

)(tCEG : Total consumed energy by all resources 

on edge over interval t 

)(tCE
iL : Total consumed energy by resource i 

over interval t 

)(tCE
iN : Total consumed energy by neighbors 

of resource i over interval 

 

4. Proposed Approach  

In the proposed approach, a learning automaton 

with two actions (ON/Standby) is assigned to each 

node that decides about the resource modes. 

Neighboring relations are also defined between 

nodes according to resources with similar 

capabilities. The defined neighboring relations 

forms the ICLA structure. Figure 1 shows 

mapping of edge nodes neighboring relation to an 

ICLA.  

Table 1. Literature works on energy aware edge services and applications. 
Contributions Description 
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Application specific [15, 24-27] Application-specific approaches 

Services placement 

Services placement [28] 
Provide an optimal mapping between IoT 

applications and computing resources 

Data placement [14,29] 
Provide an optimal data placement strategy with 

minimal cost 

Energy-aware service 

and application based 

on machining learning 

Methods for data center 

[11,20,21]  

Forecasting, consolidating the resource and 

shutdown the servers by putting spare servers into sleep 

Methods for edge computing 

[22, 30-55] 

Enabling the machine learning applications available 

at the edge 
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Figure 1. Mapping of Edge nodes neighboring relation to ICLA structure. 

A learning automaton on resource i receives 

information about traffic load (buffer status) of 

resource i, its neighbours, and total traffic load of 

whole nodes in the edge, as illustrated in Figure 2.  

 
Figure 2. Local, neighbors, and global enviroments for 

edge nodes. 

In our work, the available capacities of an edge 

node and user task requirements are represented 

by vector <cpu, memory>. The vectors are 

unitized for simplicity. Assume the capacity needs 

of the tasks in the buffers to be [Buffer1: {<2,3>,  

<5,4>}, Buffer2: {<1,1>, <3,1>, <5,2>, <2,7>},  

Buffer3:{<6,3>, <7,1>, <2,5>}, Buffer4:{<1,1>,  

<3,2>, <2,3>, <5,4>, <3,3>, <3,2>}, 

Buffer5:{<4,6>}, Buffer6:{<1,7>, <2,3>, <5,4>}, 

Buffer7:{<3,2>, <7,5>}]. Therefore, Global Env 

is (21, 72, 69) that means there are 21 tasks in 

system with aggregate capacity needs of <72,69>. 

As shown in Figure 3, using this information and 

selected actions of neighbours, Reinforcement 

Rule of each LA generate reward signal for LA. 

LA updates its probability vector according to the 

reward signal. 
 

4.1. Reinforcement Rule Algorithm: Current 

status of task buffers in edge network define a 

state for resource i in our approach. For example, 

a state for node i includes information about 

( )(tBufferG , )(tBuffer
iN

, )(tBuffer
iL

), where 

)(tBufferG  is Global Env. )(tBuffer
iN

 is buffer 

status of neighbour nodes (Neighbours Env), and 

)(tBuffer
iL

shows status of node i ’s buffer (Local 

Env). Learning automaton of each node learns a 

Q-values for each state separately and make 

decision for switching to ON/Standby modes 

using the learned Q-Values. The learning of q-

values is done using (1) where 
1a , …, im

a are the 

selected actions (ON/Standby) by resource i and 

its neighbours. 

 

   

(1) 

The local rule of ICLA to generate reward signals 

is presented below. 
br

i
p is the best response of LA 

to the selected actions of its neighbours (here, the 

concept of best response is equivalent to the 

concept of best response in the game theory). 

Using this local rule for generating reward signals 

and updating Q-values using (1), we formally 

proofed that ICLA will converge to a CP point.  
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     (2) 

In (2),  Energyw  determines weight of consumed 

energy in edge against percentage of completed 

tasks in edge ( TCRw ). The weights Gw , Lw  and 

Nw define importance of total consumed energy 

in edge resources, resource i and the neighbours 

of resource i, respectively. 

5. Experiments and Results  

In this section, we have conducted some 

experiments to evaluate the proposed approach. 

Specification of platform used for running the 

experiments is Windows 10 + Core i7-8559U 

CPU with 4 cores, Turbo-Boost disabled at a base 

clock of 2.70 GHz and with 16 GB memory. 

Implementation tool is EdgeCloudSim. For 

simulation of energy-aware edge server, 

PowerDatacenter class is used. Load Generator 

Module of EdgeCloudSim is employed for 

generating the user tasks. Each user device 

generates tasks by following a given distribution. 

Each user device has a task type, e.g. health app 

and generate tasks according to the given type. 

Convergence of ICLA is not restricted to a 

specific distribution, and it is capable to learn and 

handle repeatable patterns with different 

distributions [23]. However, the times at which 

tasks are generated are defined by a Poisson 

process. 
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Figure 3. Local rule of ICLA. 
 

Each task type has a certain expected value. The 

time interval in which two tasks of a device are 

generated follows a random process by the 

exponential distribution with this expected value. 

The number of edge servers and user devices are 

10 and 20, respectively. The triplex of (Poisson  

 

parameter, CPU capacity needs, memory capacity 

needs) for task type 1, 2 and 3 are (1,5,5), (1,8,2) 

and (1,2,8) respectively. For simplicity, all 20 user 

devices during a workload generate same task 

types in experiments. Thus in workload 1, 

workload 2, and workload 3, we have task type 1, 
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task type 2, and task type 3, respectively. We have 

used location information of servers and users 

from EUA dataset (10 servers and 20 users). It 

contains datasets of edge server locations and 

datasets of user location. The locations of edge 

servers (base stations) are in the Melbourne 

central business district area in Australia. 

Following the Gaussian Distribution N(u, σ), 

users are distributed in different ways in this area 

to simulate six different real-world TD-EUA 

scenarios with different user distributions. In our 

work, each edge server has a pre-determined 

capacity, and in the ON mode can serve sent tasks 

by user apps according to the required capacity of 

them. Table 2 illustrates energy consumption, 

CPU, and memory capacity of edge servers in the 

conducted experiments. However, an edge server 

may buffer the received tasks and fetch them from 

buffer for processing. Some tasks will not be 

completed if the required capacity of the buffered 

tasks exceed the server capacity. When a server 

switches to StandBy mode, tasks in its buffer are 

moved to buffers of its neighbours. At first 

experiment, fixed workloads (Workload 1~3) over 

2000 iterations are used to evaluate ICLA 

behaviour. Charts of Figure 4 illustrate the rate of 

being in the ON mode for edge servers during 

various workloads. As shown in this figure, over 

workload 1, servers 1~4 are mostly on ON mode 

(80%, 75%, 70%, and 75% of the time). Task type 

in workload 1 is task type 1 that needs moderate 

CPU and memory requirements. For such tasks, 

servers 1~4 are the best choices. Similarly, over 

workload 2 and 3, servers 5~7, and servers 8~10 

are mostly on the ON mode. This means that 

ICLA has the capability to converge to an 

appropriate point according to task requirements. 

When all learning automata converge to one of 

their actions, this means that ICLA has converged 

to a CP point. Now to evaluate the CP point, we 

change the action that a LA has converged to it 

unilaterally without any changes in actions of its 

neighbours. When ICLA converges during 

Workload1, total energy consumption is 902 Kwh 

with task completion rate of 100%. Table 3 

illustrates the total energy consumption and task 

completion rates when each edge server 

unilaterally deviates from strategy determined by 

the reached CP point. For example, when node 1 

changes its action from ON to StandBy, total 

energy consumption by all edge servers decreases 

from 902 Kwh to 823 Kwh but task completion 

rate falls down to 0.92 (92%). For node 5, when it 

switches from the converged action StandBy to 

the ON action, the energy consumption increases 

from 902 Kwh to 1053 Kwh and task completion 

rate remain 1 (100%). The obtained results of 

Table 3 show that task completion rate of 100% is 

accessible only with higher energy consumption 

(1053 and 1217 Kwh when node 5 and node 10 

unilaterally deviate from CP point in comparison 

to energy consumption in CP point which is 902 

Kwh with task completion rate of 100%). This 

means that unilaterally deviation is not profitable 

and CP point offer a better energy consumption 

with task completion rate of 100%. Figure 5 

compares the obtained reward by each edge server 

when strategy of CP point is followed by all 

servers versus condition a node unilaterally 

deviates from the CP point strategy. As illustrated 

in this figure, unilateral deviation is not profitable, 

and this means that it is better for each server to 

follow proposed strategy of CP point to earn 

maximum possible Reward. 

Now to evaluate our approach against the existing 

works in the literature, we selected one ANN-

based approach [11] and one PSO-based approach 

[12] to compare. For details of these approaches, 

please see Section 3. The evaluation criteria used 

for comparison are total energy consumption and 

TCR over all nodes of the edge. Figure 6 shows 

the total energy consumed by edge servers during 

1000 iterations. TCR over these iterations are 

illustrates in figure 7. Over initial iterations, 

ANN-based approach has a faster learning rate, 

and shows a better performance than the proposed 

approach but after iteration 200, the proposed 

approach outperforms it. This illustrates that 

ANN-based approach is better than ICLA in short 

term but considering effect of workloads in 

neighbouring areas leads to reaching better results 

by ICLA in long term. PSO-based approach has a 

poor performance in comparison to both ANN and 

ICLA. This is due to heuristic strategy of this 

approach. Sometimes, requests with high CPU 

requirement and low memory needs are assigned 

to servers with low CPU capacity and high 

memory capacity. This causes a higher energy 

consumption and a lower TCR for PSO-based 

approach.  
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Figure 4. Rate of being in ON mode for edge servers during various workloads. 

Table 2. Energy consumption, CPU, and memory capacity of edge servers used in experiments 
Edge server Server 1 Server 2 Server 3 Server 4 Server 5 Server 6 Server 7 Server 8 Server 9 Server10 

CPU capacity 100 100 100 100 150 150 150 50 50 50 

Memory 

capacity 
100 100 100 100 50 50 50 150 150 150 

Energy 

consumption 

(ON mode) 

100 100 100 100 120 120 120 80 80 80 

 

Table 3. Total energy consumption and task completion rates when each edge server unilaterally deviates from strategy 

determined by the reached CP point. 

 

. 

Figure 5. Value of r(t) in CP point and CP point with unilateral deviation of one node.  

 

Node Node1 Node2 Node3 Node4 Node5 Node6 Node7 Node8 Node9 Node10 
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Figure 6. Comparison of consumed energy by rival approaches  

  

Figure 7. Comparison of TCR measure of proposed approach and rival approaches. 

 

Although in terms of TCR, ANN and ICLA based 

approaches have similar results, but ICLA-based 

approach completes same volume of tasks by 

consuming less energy. In general, the results of 

conducted experiments show ICLA-based 

approach has notable advantages compared to the 

existing methods. 
 

6. Conclusion  

In this work, a new adaptive and decentralizes 

approach was proposed for more energy 

efficiency in edge environments. For the first 

time, we used ICLA for the energy efficiency 

problem in edge computing. Using this tool, we 

proposed an adaptive approach that considered 

local, neighbouring, and global workload status 

together for decision-making about putting a 

server in ON/STANDBY mode. As an innovative 

approach, considering local, neighbouring, and 

global status makes us capable to take better 

decisions for reaching higher level of energy 

efficiency. In the presented approach, edge 

resources collaborate each other to reach a more 

efficient plan for their active/sleep scheduling. 

The result of the conducted experiments shows 

capabilities of this approach for handling and 

serving user tasks using less energy consumption. 

For example, reaching task completion rate of 

100%, the proposed approach decreased energy 

consumption of edge servers from 1053 Kwh to 

902 Kwh. Because of complex interactions 

between edge devices, servers, and cloud centers, 

problem of energy efficiency in edge computing is 

challenging. Focus of the current work was on 

energy efficiency issue among edge servers. As a 

future work, we aim to extend this work to include 

interactions among edge and cloud servers and 

edge devices as well. These extensions need 

employment of efficient and flexible learning 

models to be capable of handling complexity in 

such networks. 
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 چکیده:

ببرای پبردازش   هوشمند است. محاسببات لببه    و اشیاءرو به رشد محاسبات و شبکه از دستگاه ها  یازهاین یدر حال تکامل برا کردیرو کیمحاسبات لبه 

ببه لببه    یاز مراکب  داده اببر   یخصوص میو حفظ حر تیکمتر، امن ریتأخاین پردازش ها در راستای تا های حجیم و سنگین این امکان را فراهم می کند 

مورد مطالعه قبرار گرفتبه اسبت،    ای در تحقیقات مختلف به طور گسترده تا کنون  یدر مراک  داده ابر ینرژهر چند مصرف بهینه اشوند.  یشبکه بارگذار

بهبره   یببرا  دیب جد رمتمرکب  یو غ یقیتطب کردیرو کی، مقاله نیدر ان چندان مورد بررسی قرار نگرفته است. تا کنومحاسبات لبه بحث در اما این مبحث 

جهت مصبرف  کارآمد طرح  کیبه  یابیدست یلبه برا یسرورها ،یشنهادیپ کردیشده است. در رو شنهادیلبه پ یها طیدر مح یانرژدر زمینه  شتریب یور

و  هیهمسبا  ،یرا در منباط  محلب   یبار کبار  تیاست و وضع یقیتطبیک رویکرد  یشنهادیپ کردیکنند. رو یم یهمکار گریکدیبا انرژی در کل لبه شبکه 

بهببود  تا می ان قابل تبوجهی  شبکه   را در لبه یانرژ ییکاراقادر است  کردیرواین که  دهد یشده نشان م  انجام یها شیآزما جی. نتاردیگ یدر نظر مکل لبه 

سباعت   لوواتیک 241ساعت به  لوواتیک 2422لبه را از  یسرورها یمصرف انرژ یشنهادیپ کردیدرصد، رو 244کار  لیمثال، با نرخ تکم وانبخشد. به عن
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