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High dimensionality is the biggest problem when working with le
datasets. Feature selection is a procedure for reducing the dimensioh:
datasets by removing additional and irrelevant features; the most eff
feahr es in the dataset will remai
In this paper, a novel procedure for feature selection is presentel
includes a binaryteachinglearningbased optimization algorithm wit
mutation (BMTLBO). The TLBO algorithm isne of the most efficient an
practical optimization techniques. Although this algorithm hasfast
convergence spegand it benefits from exploration capabilithere may be
a possibility of trapping into a local optimufihuswe try to establish
balance between exploration and exploitation. The proposed method
two parts: First, we use the binary versiontoé TLBO algorithm for
feature selectio and add a mutation operatorimplement a strong loce
search capability(BMTLBO). Secontly, we u® a modified TLBO
algorithm with the selfearning phase (SLTLBO) for training a neu
network to show the applicatioof the classification probleto evaluate the
performance of the procedures of the methbde proposed methois
testedon 14 datasetm terms of classification accuracy and the numbe
features. The results shawat BMTLBO outperforns the standard TLBC
algorithm and proves the potency of the proposed method. The results
very promising and close to optimal

1. Introduction

Data mining is the idea of finding hidden
information, particular patterns, and relationships in
a large amount of dat@ne of the biggest issues is
dimensionality and working with data by a large
number of dimensions can increase the time and
computatimal complexity of the algorithibig data
requires a preprocessing stage to find lower
dimensionality of the data and removthe
redundant, noisy, unnecessary, and extra features
from the datasefFeature selection refers to this{pre
processing stagd&he main goal of feature selection
is to find the best set of big data features with the
highest level of classificatioaccuracy.The feature

selection methods are typically divided into three
classes: filter wrapper, and embeddeBased on
the general characteristics of the dataset such as
correlation with the dependent varialtlee features
are filtered using the filter method. When there are
many fatures, it is usually the fasteahd béter
approachl] as in the case of filtdvased ant colony
optimization[2]. In embedded method, the feature
selection process is integrated into the learning or
modetbuilding phasesThe embedded approach
used in the developmeé of hybrid genetic
algorithms, wrapperembedded feature approaches
[3], and embeddebased genetic programming
(GP) [4]. Algorithms for feature selection ithe
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wrapper approach include the chaotic binary group

search optimizer [5], the altruistic whale
optimization algorithm[6], and the binary water
wave optimization [7]. Additionally, a novel

equilibrium optimizationbased feature selection
technique ispresented8]. Ramasamyet al., have
proposed abinary improved grey wolf optimizer
approach based no wrappers to find the best
possible set of featurg8]. in order b find the ideal
feature subset far high dimensional classification,
the adaptively balanced grey wolf optimization
algorithm is suggested gravitational search
algorithm (GSA) is used for feature selectidg],
whichincludescrossover and mutation operators in
a nowel GSAbased algorithnjll]. Shojaeeet al.,
first establishes the relationship between the
features, then chooses the most informative features
with the aid of the particle swarm optimization
algorithm and correlation functiofi®]. Dynamic
Salp swarm algorithmvas combined with the K
nearest neighbor (KNN) classifier in a wrapper
mode [13]. A multi-objective Salp swarm algorithm
is developed that adopts two essential components:
dynamic timevarying and local fittest solutions
[14]. The TLBO algorithm is a relatively newery
widely used, lowparameter and powerful in
solving complex problems thahave a high
convergence speethe ImprovedTLBO algorithm
seeks to identify the best feature sulf4&i. The
binary TLBO algorithm is a wrappebased feature
selection technique that has emerdd®]. This
algorithm also has a very high performance in
combination with other algorithms such as a
combined TLBO with a Salp swarm algorithm
(SSA) to select the featurfsr].

In this paper the evolutionary algorithra are
presentedwith goals minimize the number of
features and maximizethe classification accuracy
from two different versiors of TLBO [18]. The
main advantages tfie TLBO algorithmincludethe
strong exploration capabilities, the quick
convergence to the best solution, simplicity of
implementationand ease of u4&9]. However,due

to poor exploitation capacity, to prevent getting
stuck inthe local optima two major improvements
were added to the original TLB@Igorithm. The
first improvement with the aim of decreasitite
time and the computational complexity and
increasingthe procedure accuracy consists of a
binary version of TLBO with a local search, for
feature selection problenfBMTLBO). The second

is a modified TLBO algorithmfor calculating the
classification accuracyn order to improve the best

solution and the maintain population diversity
during the search process, the $e#frning concept
is addedto the basic TLBO algorithm (SLTLBO)
Using 14 beohmark datasets from the UCI
repository,the proposed method compared with
several optimization algorithsnincluding (SSA,
GA, PSO, GOA, and ALO).

The rest of th paper is organized aghat follows.
In Secton 2, the proposed methodMTLBO, and
SLTLBO algorithmare describedn Secion 3, the
proposedmethodis evaluatedand the results are
described Finally, in Section 4, the paper is
concluded.

2. ProposedMethod

The TLBO algorithm is a populatidoased
heuristic algorithm witta great capability in solving
the complex problems. This algorithm has easy
concepts, simple implementation and execution,
few parameters (requires figuring out the population
size and how many iterations there will be), is
flexible, and has a robust powaf exploration. The
algorithm's  main steps strongly emphasize
maintaining diversity and rapidly converge to the
best solution. It can be said that this algorithm can
produce the optimal solutions in a reasonable
amount of time but in addition to all thebenefits

in solving some complex problems, there is a
chance of convergence to the local optimum due to
the basic algorithm's poor exploitation. This section
presents two enhanced TLBO algorithms with two
distinct goals to deal with this weakness. The
BMTLBO algorithm is suggested fdhe feature
selection to decrease the computational cost and
improve the method's accuracy because working
with big data is very expensive in termstbé time
and the computational complexity. Including a
potent local searcin this algorithm has improved
the exploitation capability, resulting in a balance
betweenthe exploitation the exploration,and the
rapid convergence to the global optimum. Due to
the TLBO algorithm's superiorityn comparison to
other optimization techques, another enhanced
version of it called SLTLBO is used to train the
neural network and as a result, determine the
classification accuracy in thgaper To balancehe
discovery andthe exploitation, this algorithm
attempts to strengthen its explditem power by
incorporating the ideas of sdéarning and change
into the basic algorithm's learning phase. As a
result, this algorithm can train the neural network in
the most effective manner and with the highest
classification accuracy level thebig data
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Figure 1. Flowchart of the proposedmethod.

2.1. Binary mutated teachinglearning-based
optimization (BMTLBO)

A binary mutatedTLBO is proposedfor feature
selection.The teacherphaseand learnerphaseare
the two phases of this algorithm. The following
provides a brief explanation of thteacherphase
andlearner pase:

2.1.1.Teacherphase

In this stage, the classroom teaching procedure is
demonstrated. According to each student's capacity,
the teacher makes an effort to raise the students'
knowledge level. The followingquationis used in

this phase to update the learners' positions

X =Xt (:X teacher T_Fx %ea)r (1)

new |
whereX ..chelS the best learnerXmeanis the

population positions averageand r is a random
number in (0, 1 interval and T. is a teaching

factor. The value ofT_ is chosen randomjyandis
calculated as follows:

Te= round[1 +rand(0,1) 2)
2.1.2.Learner phase

In this phase, learneisiteract with eaclother to
increase their knowledge. To further his ber
understanding of Eeptiors (3) and (4), a learner
randomly interacts with other learners.

& . [
Xnew=X; * 30 X;< if f(X)>[(X) @)

Xnew =X; * gqxj-g (4)

The 1 e a r mpasitioh sin the typical TLBOis
continuous values. We cannot directly apply feature
selectioninto the proposed methatlie to its binary
nature. The mapping from the continuous search
space of the standard TLBO to the binary one is
done by a transformation function. The mapping
makes us of the hyperbolic tangent function

) _JO0 rand <V
V_‘tanhOﬂ, Xpinary = 1 rand2z V

whereX;is a continous valug and the X,

it f(x;) >f(x))

®)

value can be Or L

2.1.3. Mutation operator

A mutation operator isproposedto improve the
exploitationof the proposed algorithmWe propose

a mutation operator to enhance exploitation
capability in the learner phase of BMTLBO to
prevent trapping in local minimums and to achieve
a better balance betwee exploration and
exploitation Mutation appliesto a fraction ofthe
bestlearnersFirst, to reducehe number of selected
features on the be$tarnes, thento increasethe
number of selected features thfe best individual
with a probability only one feature is mutated. The
new learner will be accepted if the classification
accuracy improved.
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2.2. BMTLBO for wrapper feature selection
mode

This proposed BMTLBQalgorithm is applied t@a
neural network classifier using wrapper mode for
feature selection problesnBMTLBO will be used

in the training dataset in eaclernation to identify
the featuresubsetthat will be used to train the
artificial neural network (ANN) classifier. In a
feature selection problem;the selected and
unselected features are representedthgybinary
values The proposednethodcalculates the fithess
values based othe neural network classification
accuracy. The fitness value is evaluated by the

(features)

accuracy)

Train Data : A
—— v . .

A

4 :

Produce new

generation

]

neural network that has been trained by the
SLTLBO algorithm. BMTLBO assigns which
represents the solution withthe highest
classification accuracy. The best solution will be
returned by BMTLBQ and this represents the best
feature subsetthat is selected by BMTLBO.The
performance of BMTLBO on the testing dataset
will finally be assessed using the features that were
chosen in the best solution. Each step toé
BMTLBO operates is shown in Figure2.

Output:
1.0plimal feature
subset
2.Classification

Optimal feature
subset

aceuracy

Local search

technic
(Mutation)

Figure 2. BMTLBO algorithm for feature selection

2.3. Selflearning
optimization (SLTLBO)
A self-learningTLBO is proposed foANN training
[5]; obviously in the learner phase of this
algorithm, the exploration capability is stronger
than the exploitation capabilityThis problem is
solved by SLTLBO with an enhancement to the
fundamental TLBOThe learnemphaseis proposed
by the conceptof neighborhoodWe are attempting
to reducethe random choicesand use community
resources for learning to increae local search
andthe global search capability. The following are
the main components of SLTLBO

teachinglearning-based

2.3.1.SLTLBO learner phase

Studentgnay pick up knowledge from their peers or
the top student in the class n the classroorthe
learnes can learn from the best learner around
them The idea ofthe neighborhood is used in the

classroom to improveahe exploitation skills and
strike a b&ance betweerthe exploration andthe
exploitation. Numerous neighbors who learn from
the best learner exist for each student. After several
iterations, each person's neighborhood is altered to
maintain diversityUp dat e |l ear mrer’
implemented witHEquation(6).

_ i ) (6)
Xi,new‘xi,old *2 ()oteacherx i,oI&
rSCéXi,teacher X i,olg
where  X; eachelS the best learnerin  x; g4

neighborhood, X o,heiS the teacherand r,,r, are

randomnumbers irthe (0, 1) interval If a learner's
position remains unchanged over several successive
generationsthe individuals update their positions
by the current teacher and the mean of the learners
to improve the learners' ability to search.

S
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Figure 3. SLTLBO algorithm for a neural network's training purpose.

Pseudecode for SLTLBO

1. Initialization parameters

2. Generate initial learngrosition and alculate objective functiorfi(X) for them
3. While (the termination requirements are not satigfied%Teacher Phase
4

Calculate he mean of each design varialig,qqn

Identify the best solutionX ;o cher)
For i =1...pop size

5

6

7. Calculate teaching factofg usingEquation( );

8 Modify solution based on best solution (teachmipgEquation( );
9

Calculate ofective function for new learnefr(X neV\)

10. IF X hewis better thanX;

11 Xi =X hew

12 End if % Learner Phase

13 IF rand< Pc

14. Find the best learner aroutr/his and update according Eguation(6)

15. Else

16. Randomly select anothmarnerxj , and update according Exguatiors (3), (4).
17. End if

18 IFthei ndi vidual’s position didn’t change after s ome
19. The msition is updated according Eguation(7).

20. End if

21 IF new positionarebetter tharthe gevious positioneplace them

22, End if %End oflearner phase

23 IF mod(iteration, m) =0

24, randomly rearrange all individuals

25. End if

26. End for

27. Set iteratiorr iteration+ 1

28 End while

20, Postprocess results and visualization

Figure 4. SLTLBO algorithm .
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3. Experiment

3.1. Description of datasets

Utilizing  MATLAB, all algorithms are
implemented. In addition, 14 benchrkadatasets
from the UCI datasetrepository are used in all
experiments to assess and validate the performance
of the proposedmethod in comparison t@ther
researclworks Tablel contains the specifics of the
used datasets

3.2. Parameter settings
In every experiment that is done, the overall
average result has been reported. In termshef

classification accuracy and the number of selected
features, the results in Table 2 represent the average
values over 50 runs. Theroposed methods
contrasted with the traditional TLBCand other
optimization algorithms like the Genetic Algorithm
(GA), Particle Swarm Optimization (PSO), Ant
Lion Optimizer (ALO), and Grasshopper
Optimization Algorithm (GOA). Additionally, the
population size that is used for all algorithms is 20,
and the maximum number of iterations for each
optimization algorithm is 1Q0

Table 1. Datasets description

Dataset Number of features Number of instances
Train data 42 125974

1 Nshkdd Test data 42 22545
2 Phishing 30 2457
3 lonosphere 34 351

4 Credit 20 1000
5  Spambase 57 4601
6 Heart 13 270

7  Lymphography 18 148

8  Spect 22 267

9 Vote 16 300
10 Australian 14 690
11 Dermatology 34 366
12 Satellite 36 6435
13  Waveform 21 5000
14  Sonar 60 208

3.3. Result and analysis

The specifics and outcomes of every experiment are
shown in this section. The proposed BMTLB®
compared tothe standard TLBO in the first
experiment. The second experiment compares the
BMTLBO algorithm to other algorithms like GA,
PSO, GOA, and ALO.

3.3.1. Comparison ofBMTLBO and TLBO

This section compasethe basic TLBO algorithm
with the proposedBMTLBO algorithm. As shown
Table 2,the classification accuragndthe number
of selected featureés demonstrated tha&MTLBO
model significantly improved the performance
further than the originalLBO algorithm.

Table 2. Comparison between BITLBO and TLBO based on averageaccuracy and averagenumber-of-selected features

Classification accuracy

Number ofselected feature

Dataset

BMTLBO TLBO BMTLBO TLBO
Nsl-kdd 97.64 95.87 275 294
Phishing 99.23 97.45 18.3 20.7
lonosphere 99.8% 96.34 10.9 14.4
Credit 80.97 78.25 7.9 9.5
Spambase 97.3 93.47 25.3 27.4
Heart 91.%7 85.84 5.9 7.3
Lymphography 85.24 71.%8 8.2 10.5
Spect 85.8 77.65 8.9 11.2
Vote 99.7% 98.37 5.7 7.9
Australian 89.95 86.54 5.1 8.3
Dermatology 98.72 92.45 12.6 16.7
Satellite 94.65 89.12 175 195
Waveform 82.05 80.34 11.5 13.8
Sonar 98.9 96.14 15.7 24.8
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3.3.2. Comparison of BMTLBO with other
optimization algorithms

Several optimization algorithms are chosen to
demonstrate the superiority thfe proposed method.
In the past sectionwe compared BMTLBO and

has a loweramount which means thathe proposed
method attemps$ to choosea smaller number of
featuresfor an optimal subset of featusewhich
means it avoisisearching among irrelevant features
and then reduces the time complexity of the
method.For more clarityon the superiority ofthe

TLBO, and the result illustrated a superior  proposednethodin comparison t@ther algorithms,
performance for the BMTLBO algorithm in in the following, we have compared the
comparisonto the standard version of TLBO o convergence curve ofthe proposed method
show further superioritywe comparehe proposed comparison other algorithms. As shownrFigure 5,
algorithm with oher optimization algorithms the proposedmethodhas ahigher exploration and
BMTLBO has been comparetth the SSA GOA, exploitation capability.Furthermore, according to
PSQ ALO, andGA algorithns. Table 3 shows the the convergence curveshe results othe proposed
comparativeresults betweenBMTLBO and other methodare better than othergarithms inthe most
optimization algorithms. From Table, it is clear cases. This igproof of the ability to escape from
that BMTLBO outperformed all other algorithms in trapping in the local optiom. But as it is clear
terms of the classification accuracybut in the from theFigureand the results, other algorithms are
dermatology datasethe SSA algorithmhas better easily @aught in the local optimal trap
performance.Regarding the average number of

selected featurda 8 dataset the proposednethod
Table 3. Comparisonbetween BMTLBO and other evolutionary algorithms based on averag@ccuracy and averagsumber of
selected features

Dataset Metrics BMTLBO SSA GOA PSO ALO GA
Nsl-kdd Accuracy 97.64 93.56 92.09 95.7 96.4 94.9
Feature num 27.5 25.9 28.5 29.3 30.4 27.4
Phishing Accuracy 99.23 96.45 94.78 87.34 89.76 88.9
Feature num 18.3 19.6 21.8 19.2 25.4 20.7
lonosphere Accuracy 99.85 97.1 92.8 974 937 96.5
Feature num 10.9 13.9 15.7 15.1 16.4 11.7
Credit Accuracy 80.97 746 715 754 69.1 76.4
Feature num 7.9 9.4 10 9.7 10 9.3
Accuracy 97.59 934 90.6 938 904 934
Spambase Feature num 25.3 26.3 28.7 301 29.5 222
Heart Accuracy 91.27 859 788 86.2 755 844
Feature num 59 5.6 6.4 6.2 59 5
Lymphography Accuracy 85.24 68.1 54.8 722 545 685
Feature num 8.2 7.9 8.2 8.5 8.7 8
Spect Accuracy 85.93 816 704 816 726 813
Feature num 8.9 10.5 10.8 10 11.2 10.5
Vote Accuracy 99.76 983 96.2 97.3 96.3 97.6
Feature num 5.7 6.2 7.7 7 7.6 35
Australian Accuracy 89.95 84.0 788 837 76.0 84.3
Feature num 5.1 5.9 5.9 6.9 6.7 5.2
Accurac 98.72 99.1 96.7 988 951 99.1
Dermatology Feature num 12.6 15 16.8 15.9 16.5 13
Sateliite Accuracy 94.65 918 905 925 905 921
Feature num 17.5 19.7 18.7 19.3 18 22
Waveform Accuracy 82.05 80.2 76.5 80.0 774 79.8
Feature num 11.5 12.6 11.3 11.5 11.6 13
sonar Accuracy 98.91 96.1 90.3 96.6 90.3 975
Feature num 15.7 26.4 29.6 26.9 29.3 22.6

BMTLBO algorithm for the reinforcementof this
weakness a mutation operator is added to improve
thelocal search, and also in SLTLBO we applied a
self-learning part fothe more optimal search of the
search space. The proposed metiwmdested and
evaluatedin 14 datasets fronthe UCI repository.
The proposedmethod evaluatedby severalwell-
known optimization algorithms (SSA, GA, PSO,
GOA, and ALO) based onthe classification
accuracy, andhe number of selected featureghe

4. Conclusion

In this paper we proposed two novel TLBO
algorithns called BMTLBO andSLTLBO for the
feature selection and training a neural network
simultaneously. The two improvementhat are
embedded into the standard TLBO are used to
establisha balance betweethe exploration andhe
exploitation capability and to avoid trapping into
local optima. Since the learner phase of the standard
TLBO has a weak exploitation capability, the
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effectiveness of thproposed méitodin comparison
to other algorithms demonstrated througbveral

experiments

Future researchan considethe application of the
proposed approadh the realworld problems such

as diagnosis of disease, cancer detection, and
intrusion detectiosystems.

For the feature selection problems, the performance

of the proposed method can be evaluated with other
classificatiomalgorithmssuch as KNN and SVM
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