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 In this paper, we present a bi-objective virtual-force local search 

particle swarm optimization (BVFPSO) algorithm to improve the 

placement of sensors in wireless sensor networks, while it 

simultaneously increases the coverage rate and preserves the battery 

energy of the sensors. Mostly, sensor nodes in a wireless sensor 

network are first randomly deployed in the target area, and their 

deployment should then be modified such that some objective 

functions are obtained. In the proposed BVFPSO algorithm, PSO is 

used as the basic meta-heuristic algorithm, and the virtual-force 

operator is used as the local search. As far as we know, this is the first 

time that a bi-objective PSO algorithm has been combined with a 

virtual force operator to improve the coverage rate of sensors while 

preserving their battery energy. The results of the simulations on some 

initial random deployments with the different numbers of sensors show 

that the BVFPSO algorithm by combining two objectives and using 

virtual-force local search is enabled to achieve a more efficient 

deployment in comparison to the competitive algorithms PSO, GA, 

FRED, and VFA with providing simultaneously the maximum 

coverage rate and the minimum energy consumption.    
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1.  Introduction 

Mobile wireless sensor networks are used to track 

targets, monitor the environment, capture 

environmental data, and gather information about 

moving objects in an area [1, 2]. The success of 

the mobile sensor networks in these various 

applications is highly dependent on the location of 

the sensors, which is referred to the deployment of 

sensors [3]. Sensors in a mobile wireless sensor 

network are powered by a battery with a limited 

energy, and have the ability to perceive the 

environment, perform limited calculations, 

communicate, and move to a new location. In this 

way, a mobile wireless sensor network can modify 

its sensors arrangement to achieve a better 

coverage of the target area [4].  In many 

applications, the initial deployment in the target 

area can be performed only by random 

deployment [5]. After the initial deployment, the 

sensor network should improve the arrangement 

of its sensor nodes by relocating them. Moreover, 

when one or more sensor nodes are unable to 

operate due to low battery, the sensor network 

may modify its node deployment to repair holes. 

The higher coverage rate, the more likely the 

wireless sensor network will detect and track the 

targets. On the other hand, moving the sensors 

will waste some of their battery power.  

This paper aims to propose an algorithm that 

improves the quality of an initial deployment, so 

that the final deployment covers the target area 

well and the relocation consumes the lowest 

energy to relocate the sensors [6]. In the 

following, we review several research works 

related to sensor deployment. Most researchers in 

this area only paid attention to the coverage and 

tried to achieve the maximum possible coverage 

rate [3, 7]. For example, Liang et al. [8] proposed 

four heuristic and approximate algorithms for 
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maximizing target coverage in a wireless sensor 

network. Zain Eldin et al. [9] proposed a new 

genetic algorithm with a new cross-over operator 

to maximize the coverage area while using the 

least possible number of sensors. Binh et al. 

proposed a genetic algorithm and a particle swarm 

optimization for maximizing coverage area in 

heterogeneous sensor networks constituted by 

sensor nodes of several types [10]. Tarnaris et al. 

[11] evaluated the performance of the genetic 

algorithm and particle swarm optimization in 

maximizing area coverage and k-coverage for a 

wireless sensor network. Osmani et al. [12] 

proposed a fuzzy redeployment algorithm 

(FRED), and employed a Voronoi diagram to 

determine the optimal position of sensors. They 

designed a fuzzy inference system to decide 

whether a sensor should move to its new location 

or not in each step of the algorithm. The virtual 

force algorithm has been a successful meta-

heuristic algorithm for increasing the coverage 

rate of wireless sensor networks, and many 

improved versions of it have been proposed by 

various researchers. Liu et al. [13] proposed an 

improved virtual molecular force algorithm 

(IVMFA) based on the traditional virtual force 

algorithm to maximize the coverage rate in the 

wireless sensor network by considering the force 

network between the sensors and direct the 

sensors to fill the holes. Their algorithm considers 

the force network between the sensors and directs 

the sensors to fill the holes. Wang et al. [14] 

proposed a gray wolf optimization (GWO) 

algorithm equipped with a levy flight mechanism 

and a virtual force operator to improve the 

sensors' deployment in the target area. Xie et al. 

[15] presented an improved virtual force 

algorithm based on area intensity (IVFAI) that 

uses the density of sensors around each sensor to 

determine the appropriate distance between 

neighboring sensors during the redeployment 

process. Deng et al. [16] proposed a virtual spring 

force algorithm based on the Newton force rules 

to maximize the coverage area.  Their algorithm 

adjusts the forces between the sensors according 

to the laws of Newton force and external central 

force, maximizes the coverage area while filling 

the holes using a central external force. Song et al. 

[17] developed an improved virtual force 

biogeography-based optimization (VFBBO) 

algorithm to increase the coverage rate, which 

also uses a virtual force operator to guide the 

sensors to better locations. Reducing the energy 

consumed by the sensor nodes during the 

redeployment process is one of the secondary 

goals that have been given special attention by 

researchers [18]. Abo-Zahhad et al. [6] used a bi-

objective artificial immune system (IS) algorithm 

to reduce sensor moved distances while increasing 

the coverage rate. They considered maximizing 

coverage rate as the first goal, and minimizing 

sensor moved distances as the second goal, and 

combined these two goals into one objective 

function. Their proposed method does not use a 

virtual force operator. In fact, they consider both 

objectives of increasing the coverage rate and 

decreasing the displacement in the artificial 

immune system algorithm with the limited 

displacement model. Zhang et al. [19] proposed a 

two-phase method for simultaneously optimizing 

coverage rate and energy consumption. It 

maximizes coverage in the first phase with 

differential evolution and minimizes displacement 

in the second phase with a heuristic. Aziz et al. 

[20] used a two-phase PSO algorithm to solve the 

problem, the first phase aims to increase coverage 

rate, and the second phase aims to reduce sensor 

displacement. Qu et al. [21] proposed a multi-

objective genetic algorithm to improve the 

deployment of the sensors, where its first 

objective is to increase the coverage area, and the 

second objective is to reduce the average sensor 

moved distances (displacement). Tuba et al. [22] 

considered the maximum coverage in mobile 

WSN with minimal displacement, and used the 

firefly algorithm, for solving their defined multi-

objective optimization problem. Bai et al. [23] 

considered the problem of k-coverage of target 

points, and proposed a PSO algorithm to optimize 

the k-coverage, which uses a limited circular 

mobility model to reduce energy consumption of 

the sensors while maximizing the coverage rate. 

Heo et al. [24] proposed three algorithms 

including a distributed self-expanding algorithm, a 

peer-to-peer clustering algorithm, and a 

distributed algorithm based on the Voronoi 

diagram to increase the coverage rate and reduce 

energy consumption during sensors placement. 

Pournazari et al. [25] proposed a distributed 

algorithm for setting the position and direction of 

sensors in a multi-media sensor network to 

maximize area coverage. Qin and Chen [26] 

improved differential evolution algorithm with 

variation, cross-over, and selection operators to 

maximize the coverage rate while using a 

compensating operator for balanced energy 

distribution. Sheikhi and Barkhoda [27] use the 

migration operator between sub-populations in the 

imperialist competitive algorithm (ICA) to 

maximize the coverage of target points with two 

constraints of k-coverage target points and m-

connected neighboring sensors. Gupta and Jha 



A Bi-objective Virtual-force Local Search PSO Algorithm for Improving Sensing Deployment in Wireless Sensor Networks 

 

3 

 

[28] propose a biogeography-based optimization 

(BBO) algorithm to complete coverage of target 

points with two constraints of k-coverage of target 

points and m-connected of neighboring sensors. 

Hosseinirad [29] focused on reducing energy 

consumption of WSN and proposed a dynamic 

multilayer hierarchy clustering approach using 

evolutionary algorithms for densely deployed 

WSN.  

In this paper, a bi-objective virtual-force local 

search PSO (BVFPSO) algorithm is presented to 

reduce the battery energy consumption of sensors 

while improving the coverage rate. BVFPSO 

considers two objectives of coverage 

improvement and energy preservation, and also 

uses a virtual-force algorithm as the local search 

operator for faster convergence. As far as we 

know, this is the first time that a bi-objective PSO 

algorithm has been combined with the virtual 

force algorithm to reduce the movement of 

sensors while improving the network coverage 

rate. Moreover, we have considered the limited 

movement model for the sensors. The movement 

range of each sensor relative to its initial position 

is limited by a circle to prevent sensors from 

moving too much.  

Our main contributions are summarized as 

follows: 

- Using a virtual-force algorithm as the local 

search operator for faster convergence. 

- Obtaining a better coverage rate and a 

minimum moved distance, simultaneously, 

in most cases in comparison with other 

existing methods. 

Our paper is organized as what follows. In section 

2 the problem that this research work intends to 

solve is defined. Section 3 details the proposed 

BVFPSO algorithm. Section 4 evaluates the 

performance of the BVFPSO algorithm, and 

compares it with the four competitive algorithms 

PSO, GA, VFA, and FRED. Finally, Section 5 is 

devoted to conclusions and suggestions for future 

research works. 

 

2.  Problem description and assumptions 

The problem that we intend to solve in this work 

is to improve the deployment of the sensors in an 

initial location, so that we first achieve the 

maximum coverage rate of the area, and secondly 

minimize the amount of sensor movement. The 

energy conservation of the sensors helps to 

increase the lifespan of the sensor network, and to 

monitor the environment for a longer period of 

time. In this case, it is assumed that p sensors in 

an initial deployment in a two-dimensional space 

are randomly arranged, and their location should 

be modified so that the coverage rate increases as 

the most important target by reducing redundant 

overlaps and better distribution of sensors in 

space. At the same time, we intend to modify the 

sensor deployment so that the sensor movement is 

also minimal, and so that the battery energy of 

sensors is preserved and the lifespan of the 

network is increased.  

The first goal is to maximize the coverage rate. 

We denote the coverage rate of the deployment S 

by f1(S), which indicates what percentage of the 

target area is perceived by deployment S of 

sensors. In this work, we use the binary sensor 

model. In the binary sensor model shown in 

Figure 1, each sensor is aware of its current 

position, has a perceptual radius r, and identifies 

with complete certainty any object that appears in 

the circular region of the radius r around itself. In 

order to estimate the coverage rate of the 

deployment S, we use a grid of points in the target 

area similar to Figure 2.  

 
Figure 1. Binary model of a sensor node. 

 
Figure 2. A gridded area with the help of a coarse grid. 

 

For each grid point, as shown in Figure 3, it is 

checked that the point is covered by at least one 

sensor. The ratio of the number of target points 

covered to the total points in the target area shows 

the coverage rate of the deployment S:   

 

No identification

Definitive 
identification



Kiani & Imanparast / Journal of AI and Data Mining, Vol. 11, No. 1, 2023 
 

4 
 

(1) 1max ( ) cN
f S

N

 
 

 

 

where Nc represents the number of covered points 

in the grid, and N represents the total number of 

grid points.  
 

 

Figure 3. Coverage rate as the first goal of the proposed 

BVFPSO algorithm and its estimation using a grid of 

target points. 

 

The second goal is to minimize battery energy 

consumption. Each sensor requires battery energy 

to move and relocate. Excluding acceleration, 

battery power consumption Emov is linearly related 

to traveled distance as [25]: 

(2) mov mov movE k d   

where kmov is a constant coefficient that indicates 

the rate of energy consumption, and dmov is the 

displacement distance. Therefore, to reduce the 

energy consumption of the sensors, it is sufficient 

to minimize the sum of displacement distances of 

the sensors between the initial deployment and the 

final deployment. In this work, in order to prevent 

the sensors from moving too much, we have 

limited the maximum displacement of each sensor 

to 3r. In order to minimize the energy 

consumption of the sensors, it is sufficient to 

minimize the objective of the displacement 

distance as follows: 

(3) 2min ( ) rms

max

d
f S

d

 
 

 

 

where drms shows the average displacement 

distances of the sensors to reach the deployment S 

from the initial deployment, and is calculated as 

follows: 

(4) 2

1

1 p

rms i

i

d d
p 

   

where di shows the displacement of the ith sensor 

in the deployment S relative to the initial 

deployment. The moving distance of several 

sensors is visualized in Figure 4. The blue solid 

circles in this figure show the initial position of 

the sensors, and the red dashed circles show the 

final position of the sensors. Blue arrows in 

Figure 4 show the moved distance of the sensors. 

 

Figure 4. Moved distance of the sensors, which is 

minimized as the second goal of the proposed BVFPSO 

algorithm. 

3.  Proposed algorithm 

In this section, we propose a BVFPSO algorithm 

for the mentioned problem. The proposed 

algorithm seeks to maximize the coverage rate 

while preserving the battery energy of the sensor 

nodes. Although these two goals conflict with 

each other, by combining them in one objective 

function, a good balance between these two goals 

can be obtained [6]. BVFPSO is a bi-objective 

memetic algorithm. In a memetic meta-heuristic 

algorithm, in addition to collective evolution 

mechanisms such as recombination and cross-

over, individuals in a population have the 

opportunity to improve themselves with the local 

improvement mechanisms. A memetic meta-

heuristic algorithm can be created by combining a 

population-based meta-heuristic algorithm with a 

local search operator [30]. In BVFPSO, the PSO 

algorithm is used as the basic meta-heuristic 

algorithm, and the virtual force as the local search 

operator. The virtual force operator is confined to 

the best particle of the population at the end of 

each iteration. BVFPSO should be executed in the 

cluster-head node, and calculates the new position 

of the sensor nodes based on their current 

position.  

In the proposed BVFPSO, several movements are 

employed on particles to find the optimal solution 

in the search space. These particle movements are 

visualized in Figure 5. Similar to traditional PSO, 

in the BVFPSO, the velocity vector of each 

particle is constituted by a cognitive movement 

vector, a social movement vector, and an inertia 

movement vector. The cognitive movement is 

toward the personal best position of the current 

particle, the social movement vector is toward the 

Covered Point
Not-covered Point

Sensor Movement
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global best position of the current population, and 

the inertia movement vector is in the same 

direction as the velocity vector of the particle in 

the previous time step. In addition to these 

traditional movement vectors, in BVFPSO, 

several local search moves would be carried out 

on the global best particle of the current 

population. These local search movements are 

determined in BVFPSO by the virtual-force 

operator. In addition, BVFPSO considers two 

goals, maximization of coverage and preservation 

of battery energy of the sensors during the 

redeployment process.  
 

 

Figure 5. Visualization of solutions population and 

different particle movements in the proposed BVFPSO 

algorithm. 

The flowchart of the proposed BVFPSO algorithm 

is shown in Figure 6. In BVFPSO, in order to 

generate the initial population of particles, random 

solutions around the initial placement are 

generated using a perturbation operator. A bi-

objective fitness function that combines the 

coverage rate and moving distance of the sensors 

is then utilized to evaluate the quality of each 

solution. After that the personal best position of 

each particle and the best global position of the 

population is updated, velocity vectors are 

computed, and the position of particles is updated. 

At the end of each iteration, a random mutation 

operator and local search operator are applied. For 

random particle mutation, one of the sensor nodes 

in the current particle is randomly displaced to a 

close location in its local neighborhood. Local 

search is applied to the best particle of the 

population using the virtual-force operator. If the 

local search leads to a better deployment, the new 

deployment replaces the best solution. More 

details of the proposed algorithm are described 

below. 

 

Figure 6. Flowchart of the proposed BVFPSO algorithm 

to improve the location of sensors in the wireless sensor 

networks. 

3.1 Solution representation 

In the proposed algorithm, each solution to the 

problem is a new deployment represented by a 

particle. A solution corresponds to the location of 

the p sensors, where the number of sensors is 

specified as the input of the algorithm. Each 

particle is represented by an array of length 2p, 

where the position (xi, yi) of the sensor i is stored 

in cells 2i-1 and 2i of the solution array, 

respectively. In this representation, the odd cells 

store the x values and the even cells store they 

values of the sensor locations. During the 

execution of the proposed algorithm, the values of 

xi are limited to the range [xmin, xmax], and the 

values of yi are limited to the range [ymin, ymax]. 

Figure 7 shows how to display the solution in the 

BVFPSO algorithm. 

 

3.2 Population initialization 

In order to generate the initial population, we use 

the perturbation operator on the initial 

deployment. In the proposed perturbation 

Search Space

gbest
pbest

current solution

new position

new gbest

Local 
Search

Cognitive 
Move

Social 
Move

Inertia 
Move

Velocity
Vector

Initialize population

Update Pbesti for each particle

Update Gbest of the population

Compute the velocity vectors

Update position of each particle

Limit magnitude of the velocity values

Limit amount of each sensor’s displacement

Apply mutation operator on every particle 
with probability pmute

Apply virtual-force local search on the best 
particle with probability pLS

Converged ?

Report the best observed solution

Start

Finish

Yes

No
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operator, each cell of the solution vector was 

calculated as follows: 

(5)   01
2

i init max
d d

d
S S r   

where S
i
d is dth dimension of ith solution in the 

population at the first iteration, r0 is a random 

value in the interval [-1, +1], and init

dS
 
represents 

the d’th dimension of the solution vector 

corresponding to the initial deployment. In 

addition to the solutions generated by the 

perturbation operator, the initial deployment is 

also included as a particle in the initial population. 
 

 

Figure 7. Numerical representation of sensor deployment 

in the BVFPSO algorithm. 

3.3 Bi-objective optimization 

In this research work, we aim to achieve two goals 

during sensor redeployment. The first goal is to 

improve the coverage rate of the sensor nodes by 

starting from initial deployment. The second goal 

is to minimize the amount of sensors' movement 

and preserve their battery energy. Therefore, the 

final goal of the proposed algorithm is to both 

maximize the coverage rate f1(S) and minimize the 

moved distance f2(S). We combine these two goals 

in the main cost function of the proposed 

algorithm as follows [19]: 

(6)          1 2min 1 1i i i

cost costf S w f S w f S     

where the weight coefficient wcost determines the 

relative importance of achieving a higher 

coverage rate versus lower energy consumption. 

By varying the weight wcost from 0 to 1, different 

solutions can be obtained that balance these two 

goals. Since increasing the coverage rate is in 

conflict with preserving the battery energy, by 

increasing the value of wcost, we expect the 

coverage rate is increased in the final solution, 

and consequently, the traveled distance by the 

sensors is increased. 

3.3.1 Fitness evaluation 

In meta-heuristic algorithms, the quality of a 

solution is known as its fitness, and the algorithm 

seeks to increase it. On the other hand, in the 

proposed algorithm, the value of the cost function 

f(S) must be minimized. Therefore, to map the 

value of the cost function to the fitness of each 

solution, we use the following equation: 
 

  
 

1

1

i

i
fit S

f S




 

3.3.2 Particle position adjustment 

In particle swarm optimization, each particle has a 

personal memory, denoted by pbesti, that retains 

the best position the particle has ever been in. 

Moreover, the best solution ever discovered in the 

whole population is stored in an aggregative 

memory called gbest, which is shared among the 

particles. During the execution of the algorithm, 

each particle modifies its position based on its 

current position and its velocity vector is as 

follows:   

(8) 1ik ik ikx x v    

where the vector xik represents the position of the 

ith particle in the kth iteration, and the vector vik 

represents the velocity vector of the ith particle in 

the kth iteration. The velocity vector of each 

particle is also modified in each iteration. First, 

the velocity vector of each particle is filled with 

zero. Then in each iteration, the velocity vector in 

the current iteration is updated based on the 

velocity vector of the same particle in the previous 

iteration, the current position of that particle, its 

personal best position, and the global best position 

according to the following relation: 

(9)    1 1 1 2 2ik k ik ik ik k ikv w v c r pbest x c r gbest x       

where r1 and r2 are two random numbers in the 

range [0,1], the coefficient wk is called the inertia 

factor, the coefficient c1 is called the cognitive 

learning factor, and the coefficient c2 is called the 

social learning factor. Using a small inertia factor 

will cause the algorithm to focus on search space 

exploration and using a large value for the inertia 

coefficient will cause the algorithm to focus on 

local search and extract the solution in the current 

search area. Since the value of the velocity vector 

is calculated as a summation, the magnitude of the 

velocity values is usually controlled during 

execution so that does not exceed a certain limit. 

 

3.3.3 Mutation operator 

In order to increase the population diversity and 

better explore the search space, we use a mutation 

Sensor 1

               

Sensor 2 Sensor p

1 2 3 4 2p-1 2p

Target Area
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operator specific to the sensor deployment 

problem. The mutation operator is applied by 

probability Pmute to any solution in the population. 

When the mutation operator is applied to a 

solution, one of the current solution’s sensors is 

randomly selected, and its position (x,y) is 

mutated, i.e. a random value is added to x, and 

another random value is added to y. The proposed 

mutation operator can be explained as follows: 

(10) 
2 1 2 1

3
2

j j

ik ik

r
x x r   

   
 

 

 (11) 
2 2

4
2

j j

ik ik

r
x x r

 
   

 

 

where r3 and r4 are two random values in the 

range [-1, +1], and j is the index of the sensor 

randomly selected to perform the mutation 

operation. The mutation operation of a particle is 

visualized in Figure 8. The sensor at the top right 

corner of the target area is selected as the mutated 

sensor in Figure 8, and then moved randomly to a 

new location in its local neighborhood. 

 

Figure 8. Random movement of one sensor in the 

mutation of sensor deployment. 

3.4 Virtual-force local search 

The proposed virtual-force operator in this paper 

modifies the position of the sensors by 

considering the attractive and repulsive forces 

between neighboring sensors so that the sensors 

approach an optimal distance from each other [5], 

[14], [15]. This avoids over-concentrating the 

sensors in a particular region or over-isolating the 

sensors in the target area. In order to improve an 

existing deployment, if two neighboring sensors 

become too close to each other, they must repel 

each other to avoid excessive overlap of the 

sensor nodes. On the other hand, if two 

neighboring sensors do not overlap but are 

relatively close to each other, they should absorb 

each other slightly to provide uniform coverage in 

the target area. Finally, when two sensors are far 

apart, they are not considered neighbors, and will 

not affect each other. As an example, in Figure 9 

we intend to calculate the total force on the sensor 

s1. Since the distance between sensor s2 and sensor 

s1 is greater than the optimal distance dth, sensor s2 

will apply an attractive force to sensor s1, which is 

represented by a dashed arrow between the two 

sensors. On the other hand, the distance from 

sensor s3 to sensor s1 is less than the optimal 

distance dth, so sensor s3 will apply a repulsive 

force to sensor s1. The average vector of these two 

vectors is calculated as the total force applied to 

sensor s1, which is shown by a black thick arrow 

in Figure 9. 

 

Figure 9. Attractive and repulsive forces between sensor 

nodes in the virtual-force local search operator. 
 

More formally, suppose that we show the optimal 

distance of the sensors by dth. The exerted force 

on the sensor j from sensor j’ is represented by the 

symbol Fjj', which is calculated according to the 

following equation in polar coordinates: 

(12) 

  

 

' ' '

' ' '

'

,

1
,

0,0

A jj th jj th jj

jj R jj jj th

jj

w d d d d R

F w d d
d

otherwise



 

   

 

    
 



 

where wA is the attractive factor, and wR is the 

repulsive factor, djj’ indicates the distance between 

two sensors, and dth is the optimal distance 

between two sensors. The parameter R determines 

the maximum absorptive distance between two 

sensors, and the angle αjj’ is the linear angle that 

connects the location of sensor j to the location of 

sensor j’, and is calculated relative to the y-axis. If 

the distance between the sensors is less than the 

optimal distance dth, a repulsive force is applied 

between them, the value of which is inversely 

proportional to the distance between two sensors. 

If the distance between the sensors is greater than 

the optimal distance and they are within the 

absorptive radius of each other, an attractive force 

Sensor Movement

Mutation Area

Repulsion

Attraction

Total force
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is applied between them.After calculating the 

attractive and repulsive forces between the 

sensors, the total force exerted on each sensor by 

all other sensors must be calculated. For this 

purpose, forces are first mapped from polar 

coordinates to the Cartesian coordinates. Then the 

vector of total force applied to each sensor is 

calculated by computing the average of the x 

components of the applied forces and the average 

of the y components of the applied forces. Finally, 

the new location of each sensor is determined by 

its old location and the total force vector applied 

to the sensor.  

In our proposed algorithm, the virtual force 

operator is considered the local search operator, 

and is applied to the best particle of the population 

with local search probability PLS, in each iteration 

of the PSO algorithm. Each time the local search 

operator manipulates a solution, the location of 10 

random sensors is modified in 10 iterations. A 

limited number of iterations is considered to make 

the proposed local search operator lightweight in 

terms of computational load. 

4. Experimental Results 

In order to verify the effectiveness of the proposed 

algorithm, we implemented BVFPSO in 

MATLAB 2021b environment, and also 

implemented the four competitive algorithms GA, 

PSO, VFA, and FRED. For several initial random 

placements, the quality of improved deployment 

by the BVFPSO is compared with genetic 

algorithm (GA), single-objective particle swarm 

optimization (PSO), virtual-force algorithm 

(VFA) [5], and fuzzy redeployment algorithm 

(FRED) [12]. The GA algorithm is implemented 

using a single-point cross-over operator and the 

mutation operator of the BVFPSO. In the single-

objective PSO algorithm, only the coverage rate 

was used as the objective function.  

The experiments of this section are performed on 

5 random initial deployments with 30, 40, 50, and 

60 sensors in a target area with dimensions of [-

2,+2] × [-2,+2]. These tests are executed on a 

desktop computer with an Intel Core i5-7400 

3.00 GHz processor and 4.00 GB of main 

memory. To avoid the error caused by changing 

the randomly initial deployment in each run, all 

algorithms are run on the same random locations.  

 

4.1 Parameter setting 

In all experiments, the parameters of Table 1 are 

used. The perceptive radius of each sensor is 

considered r = 0.40. In BVFPSO and VFA, the 

optimal distance between two sensors is adjusted 

based on the perceptive radius of each sensor and 

similar to most prior research works with relation 

dth = √3r, which allows a complete coverage of 

the target area without any hole with an 

appropriate number of sensors [22]. Considering 

the limited displacement model, the maximum 

displacement distance of each sensor in the 

BVFPSO is limited to dmax = 3r, which prevents 

excessive displacement of each sensor. The 

weight factor wcost in BVFPSO determines the 

importance of the coverage rate against energy 

preservation in the redeployment process. 

Changing this parameter between 0 and 1 causes 

different solutions to be generated as the final 

solution by the proposed method, each of which 

provides a different coverage rate for different 

moved distances. The value of this parameter for 

each sample problem is empirically selected from 

values between 0.85 to 0.95. 

Considering GA, the probability of cross-over is 

set to 0.7, and the probability of mutation is set to 

0.1. In BVFPSO and the traditional PSO, the 

velocity vector values are limited to the range [-

0.2, +0.2] to prevent some dimensions from 

becoming too large in the velocity vectors.  

Table 1. Value of the simulation parameters of the 

BVFPSO algorithm. 
Parameter Value 

Target area [-2,+2] × [-2,+2] 

Population size N = 50 

Maximum number of iterations M = 100 

Sensor perceptive radius r = 0.4 

Maximum displacement dmax = 3r 

Inertia factor wk = 0.04 

Cognitive learning factor c1 = 0.1 

Social learning factor c2  = 0.1 

Distance between grid points dg  = 0.1 

Optimal distance dth  = √3r 

Maximum attractive distance R = 3r 

Attractive force coefficient wA = 0.01 

Repulsive force coefficient wR = 0.10 

Chance of mutation Pmute = 0.10 

Chance of local search PLS = 0.10 
 

4.2 Simulation results and analysis 

Figure 10 illustrates the performance of the 

proposed BVFPSO algorithm in improving the 

deployment of 40 sensors. The initial random 

deployment of 40 sensors is shown in Figure 10 

(a), and the final improved deployment of the 

sensors is shown in Figure 10 (b). The area 

covered by the sensors is significantly increased 

in Figure 10 (b) compared to Figure 10 (a). The 

sensors in the improved deployment are evenly 
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distributed in the target area, and have a lower 

overlay in Figure 10 (b) compared with Figure 10 

(a). 

 

Figure 10. Redeployment of 40 sensors by the proposed 

BVFPSO algorithm considering coverage rate and 

battery energy consumption. 

The results in terms of coverage rate and moved 

distance are summarized for several sample 

problems of 30, 40, 50, and 60 sensors in Table 2. 

For each sample instance, each redeployment 

algorithm was run 15 times. The reported 

coverages and moved distances are average of 15 

runs.  

Table 2. Comparison of five algorithms GA, PSO, VFA, 

FRED and BVFPSO in terms of coverage rate and moved 

distance for different number of sensors (p). 
Algorithm p Initial Cover Final Cover Moved Distance 

BVFPSO 30 0.63 0.78 0.32 

GA 30 0.63 0.72 0.45 

PSO 30 0.63 0.72 0.29 

VFA 30 0.63 0.74 0.28 

FRED 30 0.63 0.75 0.41 

BVFPSO 40 0.67 0.91 0.44 

GA 40 0.67 0.82 0.49 

PSO 40 0.67 0.81 0.33 

VFA 40 0.67 0.89 0.45 

FRED 40 0.67 0.85 0.49 

BVFPSO 50 0.82 0.98 0.29 

GA 50 0.82 0.90 0.44 

PSO 50 0.82 0.90 0.24 

VFA 50 0.82 0.98 0.32 

FRED 50 0.82 0.87 0.21 

BVFPSO 60 0.85 1.00 0.26 

GA 60 0.85 0.93 0.44 

PSO 60 0.85 0.93 0.30 

VFA 60 0.85 1.00 0.32 

FRED 60 0.85 0.96 0.30 
 

According to Table 2, our proposed BVFPSO 

algorithm achieved a higher coverage rate for all 

sample problems compared with GA, PSO, 

FRED, and VFA algorithms. Although GA and 

PSO, like BVFPSO, are population-based meta-

heuristics, our proposed BVFPSO among them 

has obtained the highest coverage rate for all 

sample problems. This superiority is caused by the 

virtual-force local search operator in BVFPSO, 

which guides the sensor nodes to their best 

locations. In comparison with the single-solution 

meta-heuristic algorithms VFA and FRED, our 

BVFPSO algorithm has achieved an equal or 

higher coverage rate than the competing methods 

too. For most sample problems, in addition to 

BVFPSO, VFA has also achieved the highest 

coverage rates. This shows that the virtual-force 

operator plays an important role in achieving high 

coverage rates, and has been able to guide the 

sensors well to their optimal locations. In 

addition, in Table 2, the coverage rate of final 

deployment has increased with the increasing in 

the number of sensors. Since the coverage area is 

limited to [-2,+2] × [-2,+2], BVFPSO and VFA 

provided complete coverage of 100% in the target 

area as the number of sensors becomes 60 or 

more.  
 

 

Figure 11. Comparison of five algorithms in terms of 

coverage rate and moved distance for p = 30 sensors. 

 

 

Figure 12. Comparison of five algorithms in terms of 

coverage rate and moved distance for p = 40 sensors. 

 
 

(a) (b)
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Figure 13. Comparison of five algorithms in terms of 

coverage rate and moved distance for p = 50 sensors. 
 

 

Figure 14. Comparison of five algorithms in terms of 

coverage rate and moved distance for p = 60 sensors. 

 

Figures 11 to 14 present the results of evaluations 

in terms of the coverage rate and moved distance 

of the sensors to reach their final deployment from 

their initial deployment for different number of 

sensors (p). As it can be seen in these Figures, our 

proposed BVFPSO method has been able to 

achieve the highest coverage rate among other 

methods, and also moved the sensors less than 

most methods.  

Figure 15 visually compares the computation time 

of the proposed BVFPSO for improving the 

deployment of different number of sensors. 

The proposed BVFPSO algorithm uses a 

population-based search to achieve a higher 

coverage rate, and therefore, requires a little more 

time than VFA. This slight increasing in 

consumption time is tolerable due to the 

achievement of a higher coverage rate. Finally, 

the computation cost of the FRED algorithm has 

been very high and unacceptable in many 

applications. It requires calculating the Voronoi 

segmentation and the intersection of the circular 

coverage area of each sensor with its surrounding 

Voronoi partitions.  

In summary, the results in terms of coverage rate, 

average moved distance, and computation time 

show that the proposed BVFPSO provides the 

highest coverage along with acceptable 

computation time and average moved distance. In 

the proposed BVFPSO algorithm, the local search 

operator based on virtual-forces can direct the 

sensors to better locations, and considering two 

goals at the same time would reduce the amount 

of sensor moved distances and preserve battery 

energy. 
 

 

Figure 15. Comparison of computation time of the 

proposed BVFPSO algorithm with four algorithms GA, 

PSO, VFA, and FRED. 

5.  Conclusion 

In this paper, a bi-objective virtual-force local 

search PSO (BVFPSO) algorithm was proposed to 

redeploy sensor nodes of the wireless sensor 

network monitoring a target area. It considers the 

two objectives of maximizing the coverage rate, 

and preserving the battery energy of the sensor 

nodes. The results of the simulations showed that 

the proposed algorithm by combining two 

objectives and using virtual-force local search 

could achieve a more efficient deployment in 

comparison to the competing algorithms. The use 

of local search helped BVFPSO to converge to 

higher coverage rates at a similar or lower average 

moved distance of sensors compared with the GA, 

PSO, VFA, and FRED algorithms. The extension 

of BVFPSO into more complex issues in wireless 

sensor networks could be the subject of the future 

research.  
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 چکیده:

سسدگر   هدای  برای بهبود چیددمان سسدگرها در شدب ه    (BVFPSO)در این مقاله یک الگوریتم توده ذرات دو هدفه با جستجوی محلی و نیروی مجازی 

شدب ه   در یدک  ، سسدگرها مدوارد در اکثدر  . کندد  را سفظ میری سسگرها و انرژی باترا افزایش داده همزمان نرخ پوشش که به طور ، ایم ارائه داده سیم بی

 بدرآورده رردندد.  توابع هدف  برخیطوری اصلاح شود که باید ها  ، و بعد چیدمان آنشوند میهدف توزیع  ناسیهابتدا به صورت تصادفی در  سیم سسگر بی

 بده عندوان  نیدروی مجدازی    به عنوان الگوریتم فراابت اری پایه، و از عملگر (PSO)سازی توده ذرات  پیشنهادی، از الگوریتم بهینه BVFPSOدر الگوریتم 

سدازی تدوده ذرات دو هدفده بدا یدک عملگدر        ، این اولین بار است که یک الگوریتم بهینده اطلاع داریمجستجوی محلی استفاده شده است. تا جایی که ما 

وی تعددادی چیددمان تصدادفی    . نتایج ارزیابی رکندسسگرها را نیز سفظ  باتریپوشش شب ه، انرژی نرخ  بهبودنیروی مجازی ترکیب شده است تا ضمن 

جستجوی محلی نیروی مجازی قادر اسدت چیددمان   ب ارریری با ترکیب دو هدف و  BVFPSOدهد که الگوریتم  اولیه با تعداد متفاوتی سسگر نشان می

ساصدل  مصرف اندرژی  سداقل نرخ پوشش و سداکثر که همزمان  طوریبه ، تولید کند VFAو  PSO ،GA ،FRED های کارآمدتری را نسبت به الگوریتم

 . رردد
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