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 Emotion recognition has several applications in various fields, 

including human-computer interactions. In the recent years, various 

methods have been proposed to recognize emotion using facial or 

speech information, while the fusion of these two has been paid less 

attention in emotion recognition. In this work, first of all, the use of 

only face or speech information in emotion recognition is examined. 

For emotion recognition through speech, a pre-trained network 

called YAMNet is used to extract the features. After passing through 

a convolutional neural network (CNN), the extracted features are 

then fed into a bi-LSTM with an attention mechanism to perform the 

recognition. For emotion recognition through facial information, a 

deep CNN-based model is proposed. Finally, after reviewing these 

two approaches, an emotion detection framework based on the 

fusion of these two models is proposed. The Ryerson Audio-Visual 

Database of Emotional Speech and Song (RAVDESS) containing 

videos taken from 24 actors (12 men and 12 women) with 8 

categories is used to evaluate the proposed model. The results of the 

implementation show that a combination of the face and speech 

information improves the performance of the emotion recognizer. 
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1. Introduction 

Automatic recognition of emotion plays an 

important role in several applications including 

computer games, human-computer interactions, 

educational software, robots, automobile safety, as 

well as treatment of mental illnesses such as 

depression. The humans express their emotions 

through sound, face, gesture, and body posture. 

However, it should be noted that in some 

applications, such as call centers, some of these 

resources may not be available. Each of these 

sources contains important information related to 

emotion recognition. Research in this regard has 

applied one or a combination of these modalities 

to recognize emotion. Among these sources, 

speech and facial information have received more 

attention than the other modalities.  

In the traditional approaches, first, hand-crafted 

features have been extracted from the input signal, 

and then recognition has been performed using an 

appropriate classification method such as SVM 

(support vector machine), and RF (random forest). 

With the significant progress of computers and the 

applicability of end-to-end CNN-based models, 

emotion recognition has been done with a higher 

accuracy and a faster speed.  

In this research work, the goal is to recognize the 

emotion of a person based on a video of his face. 

Due to the availability of speech and facial 

information in this problem and the recent 

research in these two fields, these sources are 

examined separately, and finally, the audio-visual 

framework is proposed by combining information 

from these two sources. 

Here, three approaches (speech-based, face-based, 

and audio-visual-based) have been proposed for 

emotion recognition. To recognize emotion from 

speech, the output of the third convolutional block 

(“activation-3” layer) of a pre-trained model 

called YAMNet has been used as a feature vector. 

This feature vector is then fed as an input to a 

model consisting of CNN followed by a bi-LSTM 

with an attention layer. For the face-based 
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approach, after extracting faces from video 

frames, a CNN-based model has been used to 

recognize emotion. Finally, by combining these 

two methods, a multi-modal model for 

recognizing emotion with the help of facial and 

speech information has been presented. The 

proposed model reached an accuracy of 81.04% 

on the RAVDESS database.  

In summary, the contributions of this study are as 

follows:  

• Two approaches based on only facial or 

speech information for emotion recognition have 

been proposed. For each source (speech or face), 

the proposed models are evaluated. For the speech 

signal, a pre-trained network is used to extract the 

low-level features.  

• Based on the configuration of the models 

obtained in the speech-based and facial-based 

approaches, the final audio-visual model is 

proposed and evaluated. 

The rest of the paper is organized as what follows. 

According to the research done in the fields of 

speech-based, facial-based, and audio-visual 

emotion recognition, in the second section, some 

recent research works done in all these three 

approaches has been reviewed. In the third 

section, three approaches are presented to 

recognize emotion, one solely based on face, the 

other solely based on speech, and the third based 

on a combination of the two. The fourth section is 

dedicated to implementation and observations. 

The final section contains the conclusion. 

 

2. Related Works 

In some studies, speech signals have been used 

alone to recognize emotion. In most of them, 

hand-crafted features such as Mel Frequency 

Magnitude Coefficients (MFCCs) [1], Mel-

Energy Spectrum Dynamic Coefficients [2], 

Linear Predictive Spectrum Coding [3], Discrete 

Wavelet Transform [4], speaking rate, and pitch 

[5]. have been extracted from the speech signal. 

Then a machine learning method such as Bayesian 

Networks (BN) or SVM is used to detect emotion. 

In [6], considering MFCCs and their spectral 

centroids as the input features and using SVM as a 

classifier in the RAVDESS database, an accuracy 

of around 71% was achieved. 

In the recent years, like many other applications, 

the use of deep learning networks for emotion 

recognition has become widespread [7-9]. In [10], 

the features consisting of Mel-frequency cepstral 

coefficient, Mel-scale-spectrogram, 

chromatogram, and Tonnez representation were 

extracted from the speech signal. The extracted 

features were then fed into a 1D CNN-based 

network. The accuracy reported in the RAVDESS 

database was 71.6%. In [8], the 3-D log Mel 

spectrum features were extracted from speech 

signal, and then these features were fed into a 

CNN-based model. Zhao et al. have proposed two 

frameworks [11]. The first one is a combination of 

1D CNN and an LSTM conducted on speech and 

the second one is a combination of 2D CNN and 

LSTM conducted on log-Mel-spectrum. The 

results show that the second approach outperforms 

the other one. Tzirakis et al. proposed a model 

consisting of a 1D CNN followed by a 2-layer 

LSTM conducted on a speech signal [12]. In [13], 

the 3D scalograms extracted from speech signals 

are fed into the CNN layers followed by an LSTM 

with an attention mechanism to recognize the 

emotion.  Li et al. have proposed a CNN-BiLSTM 

model to classify both gender and emotion [14].  

Facial information whether it is a single image or 

part of a video in the form of frames contains 

important information helping to recognize 

emotion. One of the common approaches for 

emotion recognition is to check the coordinates of 

some key points allocated around the eyes, nose, 

mouth, jaw, and eyebrows [15]. Bagheri et al. 

have proposed a method based on extracting 

action units [16]. In this work, the extracted 

features are applied to an auto-encoder, and the 

recognition operation is performed. Wang et al. 

have used stationary wavelet entropy for feature 

extraction [17]. The extracted features have been 

fed into a neural network with a hidden layer to 

recognize emotion.  

In [18], a two-stage CNN-based framework is 

proposed for facial emotion recognition. In the 

first stage, the background is removed from the 

whole picture. Then a CNN is used to extract a 

facial feature vector for emotion recognition. In 

[19], Gabor filters were applied to the original 

images, and then the obtained images were fed 

into a CNN-based model for emotion recognition. 

The performance of GoogLNet and AlexNet on 

facial emotion recognition has been examined in 

[20]. In [21, 22], the CNN-based models have 

been proposed and learned for facial emotion 

recognition. Falahzadeh et al. have utilized the 

horizontal and the vertical gradients of the 

original image as the second and third layers of 

the AlexNet-DCNN input. After utilizing transfer 

learning the presented model is fine-tuned on the 

training samples [23]. 

In the case of using video frames, emotion 

recognition can be done with the help of two 

approaches. A) Using the information of each 

frame as separate images, making the initial 

recognition, and then using a voting mechanism to 
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make the final decision [24]; B) Using the 

sequence of information belonging to each frame 

and examining the process of face changes in the 

video. For this purpose, the pre-trained networks 

to extract face embedding in each frame can be 

used. By applying these features to a temporal 

network such as LSTM or bi-LSTM, recognition 

operations can be performed [25, 26]. In the 

recent years, several studies have used a 

combination of audio-visual data to recognize 

emotion. Data combination from different sources 

can be done at the feature level, decision level, 

and model level. In the feature level approach, the 

features extracted from each source are combined 

and then applied as input to the model. This 

method is often less popular due to differences in 

the nature of different sources (e.g. video is three-

dimensional, while audio is one-dimensional). 

However, it is probably more effective due to the 

consideration of the relationship between the 

features belonging to different sources. In the 

second approach, the relationship between 

different sources is not considered, and the final 

output is determined from the outputs of the 

models related to each source. The third approach 

mediates the other two approaches. In this 

approach, the output of the hidden layers of the 

models related to each source are combined and 

after passing the final hidden layers, the result is 

obtained. In the following, some studies in this 

field are reviewed.  

In [27], a combination of audio-visual data was 

used to distinguish 6 senses. For sound, features 

such as zero-crossing, MFCC, LPC, and PLP as 

well as their first-order derivatives were first 

extracted from the speech signal. For the face, the 

temporal variations for some face landmarks in 

consecutive frames were used to extract the 

feature. By joining these features, the final feature 

vector was created. In this work, the use of a 

combination of features led to an increased 

accuracy. Ren et al. have recognized emotion 

from a combination of audio-visual data [28]. 

They extracted the desired features by passing the 

Mel-spectrograms through several convolutional 

layers followed by an LSTM and used triplet loss 

to further distinguish the class features. Then they 

made classifications. Song et al. have used the 

EdNet network for facial feature extraction and a 

speech analysis engine for audio feature extraction 

[29]. An ANN network was then used to 

recognize emotion according to the extracted 

vectors. The accuracy reported in this work based 

on SAVEE audio-visual data related to 7 senses 

was reported to be 43%. Ortega et al. have used a 

combination of audio, video, and text data to 

recognize emotion [30]. In this paper, a feature 

vector including 23 speech descriptors such as 

energy, spectral, and pith per frame was used. For 

the face, the feature vector was extracted from 

frames with the time step of 20 milliseconds. The 

facial features included some information such as 

the coordinates of 59 specific face landmarks and 

the normalized face orientation in degrees. The 

bag of word feature was extracted for the text. The 

applied dictionary contained 512 words. The 

vectors obtained from all three sources were then 

applied to three separate ANN networks. The 

outputs were combined. By applying the 

combined data to an ANN, the recognition 

operation was performed.  

 

Figure 1. Proposed framework for speech-based emotion 

recognition. 

In [31], after examining the strengths and 

weaknesses of the use of only audio or video data 

in emotion recognition, a multi-modal approach 

was presented based on the combination of these 

data in emotion recognition. In this study, for each 

video, four emotions including sadness, anger, 

happiness, and neutral were considered. The 
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emotions were recognized by considering the 

motions of some landmarks on the face combined 

with the features extracted from the speech 

signals. In this work, it was revealed that the 

method based on the video information gave more 

accurate results compared to the audio data, and 

the combination of the two increased the accuracy 

of the recognition.  In [32], the 1D CNN network 

was used to extract the speech feature from the 

speech signals, and the ResNet model was used to 

extract the facial features. The extracted features 

were then joined together, and finally, using a 2-

layer LSTM, recognition was done.  

 

3. Proposed Method 

In this research work, the main goal is to present a 

model that can be used to recognize the person's 

feelings based on the information of the person's 

voice and face in the form of a video. The nature 

of these two sources is different. Accordingly, the 

mechanisms that can extract features from these 

two are also different. So, at first, we considered 

this problem as two sub-problems to examine the 

configuration of the models that could extract 

suitable features from each source for emotion 

recognition. Then according to these sub-models, 

the final audio-visual model is proposed. 

In the following, first, two approaches based on 

the use of only speech or facial information for 

emotion recognition are examined. Then a multi-

modal model is proposed. 
 

3.1. Speech-based emotion recognition 

Here, the aim is to use speech information to 

recognize emotion. A pre-trained network called 

YAMNet has been used to extract the low-level 

features from the speech signal. This model 

consists of 27 convolutional blocks followed by 

an average pooling, a fully connected, and a 

softmax layer to classify the sound signals into 

more than 521 categories. Each block is a 

convolution layer followed by the relu activation 

function and batch normalization. It has been 

trained with a large amount of data. Here, the 

feature maps of the third block are used as the 

low-level features for further processing.  

Before using the YAMNet model, the initial and 

end silent parts of the speech signal are eliminated 

by using a voice activity detection (VAD) method. 

The YAMNet model expects a 96 × 64 × 1 × ns 

size Mel spectrogram as the input. Here, 96, 64, 

and ns are the number of 25ms frames, the number 

of Mel bands, and the number of spectrograms, 

respectively. ns depends on the length of the 

speech signal, and the percentage of the frames 

overlap.  The generated spectrograms are fed into 

the YAMNet model, and then the output of the 

“activation-3” layer is used as the extracted low-

level features to recognize emotion. The output of 

this layer is a tensor with dimensions of 24 × 16 × 

64 × ns. In the training phase, each spectrogram is 

considered as a sample with a label that is the 

same as the speech label. The proposed model for 

emotion recognition includes two convolutional 

layers followed by a Bi-LSTM with an attention 

layer and finally a softmax layer. The proposed 

framework is presented in Figure 1. 
 

3.2 Facial-based emotion recognition 

After extracting the video frames, Multi-Task 

Cascaded Convolutional Neural Network 

(MTCNN) is used to detect faces in each frame. 

The extracted faces are resized to 60 × 60 pixels. 

In order to minimize the redundant information 

and reduce the time and space complexity, an 

optimal selection of faces as the key faces has to 

be performed. For this purpose, consider a sliding 

window of length 2r + 1 faces initialized at 

position i = 0. From this window, the face with 

the least distance from the other faces is selected 

as a key face. Then the window shifts by r frames. 

This process is repeated until the end of the video. 

All the selected faces are considered for training. 

The label of each video is assigned to all its key 

faces. The block diagram of the data generation is 

depicted in Figure 2.a. To detect emotion 

according to the facial information, the model 

presented in Figure 2.b has been used. This model 

includes 6 convolutional layers and 3 Max-

pooling layers. For testing, the extracted key faces 

belonging to the test video are applied to the 

trained model, and finally to make the final 

decision the voting mechanism is utilized. 

 

3.3. Multi-modal emotion recognition 

In this section, the proposed multi-modal emotion 

recognizer is presented. Here, the model-level 

combination approach is used to fuse information 

from the two sources. For this aim, the proposed 

models in Figures 1 and 2.b are combined, as 

shown in Figure 3. Generating the training and 

testing samples is done as follows. 

For each video triples (Si, Fi, Li) are generated.  Si 

is a feature vector extracted from each speech 

spectrogram, Fi is a key face, and Li is the label. In 

the previous section, we saw that depending on 

the speech length, ns consecutive spectrograms are 

extracted from the speech signal. Also for each 

video, the number of selected key faces is nf. 

According to the length of the videos, the average 

values of ns and nf are 3 and 25, respectively. 

Depending on the value of these two parameters 
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in total, up to nf×ns triple samples can be 

generated for each video. If we want the 

spectrograms and the faces to be properly 

synchronized in terms of time, for each 

spectrogram Sp (pϵ {1,2,…, ns}) 5 faces are 

randomly selected from the range ((p-1)*m+1: 

p*m), in which m = /  f sn n   . In this way, for 

each video with ns spectrograms and nf faces, 5 × 

ns samples are generated with a label equal to the 

label of the whole video.  
 

 
Figure 2. (a) Generating training and test samples. (b) 

Proposed architecture for facial-based emotion 

recognition. 

4. Experimental results 
In this section, the models presented in the 

previous section are evaluated. All 

implementations have been performed in the 

Python environment. In all experiments, 18 actors 

were used for training and 6 actors were used for 

testing. Here, the results are evaluated utilizing a 

4-fold cross-validation mechanism. The average 

accuracy obtained by folds is reported at the video 

level. In all experiments, categorical cross-entropy 

was used as a cost function. For optimization, the 

Adam optimization algorithm with a learning rate 

of 0.001 has been utilized. 

Database: In this research work, the RAVDESS 

database has been used to evaluate the proposed 

approaches. In this database, the files are modally 

divided into three categories of audio-only, video-

only, and full AV. Moreover, vocally, there are 

two categories of speech and song in this 

database. Each file has a label representing an 

emotion. Eight categories are considered for 

senses including calm, happy, neutral, sad, angry, 

fearful, disgusted, and surprised. 

In this study, data belonging to the category of full 

AV and speech channels are used as the audio-

visual data. The videos belong to 24 actors (12 

women and 12 men). Each actor utters two 

sentences with different emotions in two levels of 

intensity (except neutral) in two repetitions. One 

of the important advantages of this database is the 

approximate balance of labels. However, it should 

be noted that due to the ignorance of the strong 

expression of the neutral sense, the number of 

samples belonging to this sense is slightly less 

than the rest of the senses. In terms of time, the 

length of the videos varies from 3 s to 5.5 s. Here, 

for a more accurate evaluation, the 4-fold-CV 

technique is used. In each fold, the data belonging 

to 6 actors are used for the test, and the data 

belonging to the rest of the actors are used for 

training phases. 
 

 

Figure 3. The proposed audio-visual emotion recognition. 

One of the problems in comparing the 

contribution of the existing methods in this field is 

the lack of a common approach for splitting the 

data in training and test sets. Some studies did not 
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specify whether each person was used 

simultaneously in the test and training sets or not. 

Due to the repetition of the expression of each 

sentence in each sense by each actor, the selection 

of the training and test set using the conventional 

splitting mechanism leads to a relatively high 

difference in the evaluation parameters. Therefore, 

at the end of this section, a comparison is made 

with studies in which the method of selecting the 

training set is similar to our work. In the 

following, the details of the implementation of 

each approach and the obtained results are studied 

on the RAVDESS data. 
 

 
Figure 4. Confusion matrix for emotion recognition based 

on speech information.   

 

4.1. Speech-based emotion detection 

Here, to extract low-level features from the speech 

signal, a pre-trained network called YAMNet is 

used. For this aim, for each spectrogram, the 

output of layer “activation_3”, which is a 24 × 16 

× 64 tensor, has been considered. In the training 

phase, each spectrogram is considered a sample. 

For testing, all the spectrograms of a speech signal 

are fed into the proposed model. The final 

decision for the speech signal is obtained through 

majority voting. The average confusion matrix of 

this experiment from the folds of 4-CV is 

displayed in Figure 4. In this figure, the vertical 

axis is the actual label and the horizontal axis is 

the label detected by the model. The average 

accuracy achieved with this method is 72.22%. 

The efficiency of the proposed model in 

recognizing some senses such as disgust and 

anger is relatively good. However, the error rate 

of sad recognition is the highest. This feeling is 

confused with calm, happy and neutral emotions. 
 

4.2. Facial-based emotion recognition 

First, the frames are extracted from each video. 

Each frame is an image with dimensions 

720*1280*3. Using MTCNN, faces are extracted 

from each frame and then the extracted faces are 

converted to 60×60 images. Depending on the 

length of the video, which is 3 to 5.5 seconds, 

approximately 90 to 160 frames are extracted 

from each video. By considering shifting 9-frame 

windows, the number of selected key faces for 

each video is approximately 25 to 35. By 

assigning the label of the video to these faces, 

sufficient samples are produced for training. In the 

test phase, the key faces for a sample video are 

fed into the model, and then the final result is 

obtained using the majority voting mechanism. 

The average confusion matrix for this experiment 

for the 4 folds is shown in Figure 5. The average 

accuracy achieved with this method is 67.85%. 

The experiments show that the speech-based 

emotion recognizer achieves more accurate results 

in comparison with the facial-based emotion 

recognizer. 
 

 
Figure 5. Confusion matrix for emotion recognition based 

on facial information. 

 

4.3. Audio-visual emotion recognizer 

Here, the proposed multi-modal framework 

depicted in Figure 3 is validated using the used 

database. The average confusion matrix for this 

experiment for the 4 folds is shown in Figure 6. 

The average accuracy achieved with this method 

is 81.04%. It can be seen that considering image 

information along with speech has made it 

possible to better recognize emotions.  

As previously mentioned, one of the problems in 

comparing the performance of different 

algorithms is how to choose the training and 

testing set. Considering this problem, a 

comparison between different methods is 

presented in Table 1. 

This table compares the accuracy of the proposed 

approaches (speech-based, facial-based, and 

audio-visual-based emotion recognition) and the 

results reported in some recent works on the 

RAVDESS database. 
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For the speech-based approach, the results 

reported in [1, 10, 32] are reported. Ancilin and 

Milton have proposed a modification to the 

extraction of Mel frequency cepstral coefficients 

[1]. By considering the modified coefficients 

along with some other spectral features as the 

feature vector, they utilized a multi-class support 

vector machine to classify the emotion of the 

speech signal. In [10], a 1D convolutional neural 

network has been proposed to classify the speech 

emotion. The input of the model is a 193-

dimensional vector consisting MFCCs, Mel scaled 

Scalogram, Chromagram, and Spectral contrast 

features. In [33], the proposed model is comprised 

of two BLSTM layers followed by a 1D Conv-

capsule layer. The model’s input is a 70-

dimensional vector consisting of the fundamental 

frequency, 23-dimensional MFCC, the 23-

dimensional delta MFCC, and the 23-dimensional 

delta-delta MFCC coefficients.  
 

 
Figure 6. Confusion matrix for emotion recognition based 

on speech and facial information. 

 

Table 1. Comparison between accuracy of proposed 

method and reported results in recent works on 

RAVDESS database. Here, results of all three approaches 

(speech-based, facial-based, and audio-visual approaches) 

are reported separately. 

 Method  Accuracy ( %) 

Speech-based 

Emotion recognition 

[33] 61.8 

[1] 64.31 

[10] 71.61 

P. M.  72.22 

Facial-based Emotion 

recognition 

[34] 57.08 

P. M.  67.85 

Multimodal Emotion 

recognition 

[34] 80.08 

P. M.  81.04 

 

For the facial and audio-visual approaches, the 

results reported in [34] are considered. For facial 

emotion recognition, a pre-trained STN (Spatial 

Transformer Network) model has been used to 

extract the facial features. Then a two-layer bi-

LSTM model has been proposed for emotion 

recognition. Moreover, in this work using two 

pre-trained models the extracted embeddings from 

the speech-based model and facial-based model 

are concatenated and fed into a two-layer 

perceptron to recognize emotion.  

By studying Table 1, it can be observed that the 

proposed two sub-systems and the final audio-

visual framework have a higher accuracy 

compared to some similar works done in these 

fields.  

 

5. Conclusion 

In this work, the aim was to recognize emotion 

based on a video of a person's face. Due to the 

different nature of audio and image signals, at 

first, the use of only facial or speech information 

in emotion recognition was examined. The aim 

was to determine the configuration of the sub-

systems of the final system. For speech-based 

emotion recognition, a pre-trained network called 

YAMNet was used to extract the speech features. 

The extracted feature was fed into a CNN 

followed by a bi-LSTM with an attention 

mechanism. For facial-based emotion recognition, 

a deep CNN-based model was proposed. Finally, 

an end-to-end framework based on the fusion of 

these two modalities was proposed to recognize 

the emotion. The RAVDESS database was used to 

evaluate the proposed framework. The results 

showed that a combination of the face and speech 

information improved the performance of the 

emotion recognizer. Also in the comparison of the 

accuracy obtained by the proposed method with 

similar works of the recent years, its improvement 

was observed. 
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  قیکانولوشنال عم یشبکه عصب کیبر اساس  از روی چهره و صدااحساسات  صیتشخ

 

 *خدیجه آقاجانی

 .دانشکده مهندسی کامپیوتر، دانشگاه مازندران، بابلسر، ایران گروه مهندسی کامپیوتر،

 22/40/2422 پذیرش؛ 22/40/2422 بازنگری؛ 40/40/2422 ارسال

 چکیده:

شنناخ    یبرا یمختلف یها روش ریاخ یها دارد. در سال وتریمختلف از جمله تعامل انسان و کامپ یها نهیدر زم یمتعدد یاحساسات کاربردها صیتشخ

. در سن  احساسات کمتر مورد توجه قنرار گرتتنه ا   صیدو در تشخ نیا قیکه تلف یگفتار ارائه شده اس ، در حال ایاحساسات با استفاده از اطلاعات چهره 

 کین گفتنار، از   قین احساسنات از طر  صیتشنخ  یقرار گرتته اس . برا یاحساسات مورد بررس صیگفتار در تشخ ایاثر ابتدا استفاده از اطلاعات چهره  نیا

، (CNN)کانولوشنن   یشنبکه عصنب   کین شنود. پنا از عبنور از    یهنا اسنتفاده من    یژگن یاستخراج و یبرا YAMNetبه نام  دهیآموزش د شیشبکه از پ

اطلاعات چهنره،   قیاحساسات از طر صیتشخ ی. براشوند یوارد م صیانجام تشخ یبرا  attentionزمیبا مکان bi-LSTM کیشده به  استخراج یها یژگیو

دو  نین احساسات بر اساس ادغنام ا  صیچارچوب تشخ کی کرد،یدو رو نیا یپا از بررس  ،یشده اس . در نها شنهادیپ CNNبر  یمبتن قیمدل عم کی

 20شنده از   ضنب   یدئوهاین و یحناو  (RAVDESS)احسناس   حناوی  از گفتار و آهنگ رسونیرا یبصر -یداریداده شن گاهیشده اس . پا شنهادیپمدل 

از اطلاعنات چهنره و    یبن یدهد که ترکینشان م یساز ادهیپ جیاستفاده شده اس . نتا یشنهادیمدل پ یابیارز یدسته برا 0زن( با  12مرد و  12) گریباز

 شود.یدهنده احساسات م صیبهبود عملکرد تشخ اعثگفتار ب

 .یریادگی انتقال ق،یعم یریادگیاحساسات چهره،  صیعواطف گفتار، تشخ صیتشخ :کلمات کلیدی

 


