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 Over the last few years, text chunking has taken a significant part in 

the sequence labeling tasks. Although a large variety of methods have 

been proposed for shallow parsing in English, most of the proposed 

approaches for text chunking in the Persian language are based on the 

simple and traditional concepts. In this paper, we propose using the 

state-of-the-art transformer-based contextualized models, namely 

BERT and XLM-RoBERTa, as the major structure of our models. 

Conditional random field (CRF), a combination of bidirectional long 

short-term memory (BiLSTM) and CRF, and a simple dense layer are 

employed after the transformer-based models in order to enhance the 

model's performance in predicting the chunk labels. Moreover, we 

provide a new dataset for noun phrase chunking in Persian, which 

includes the annotated data of Persian news text. Our experiments 

reveal that XLM-RoBERTa achieves the best performance between all 

the architectures tried on the proposed dataset. The obtained results 

also show that using a single CRF layer would yield better results than 

a dense layer, and even the combination of BiLSTM and CRF. 
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1. Introduction 

Text chunking or shallow parsing is one of the 

most contextual tasks that has been done in the 

recent years in the natural language processing 

(NLP) communities. The major importance of 

chunking is to provide a smart way of finding 

meaningful and comprehensive structures in text, 

which could be very helpful in other NLP areas 

such as information extraction [35], sentiment 

analysis [48], and plagiarism detection [40]. 

Considering that in most cases phrases follow 

specific patterns, the rule-based methods have 

been proposed for the task. This approach, 

however, results in numerous rules and regular 

expressions for detecting different types of 

phrases in the text. Moreover, due to the 

sophisticated linguistic characteristics of phrases 

in most languages, detecting them just by 

employing rudimentary rule-based methods is 

roughly impossible. Consequently, in order to 

achieve acceptable results, various machine 

learning methods, including Recurrent Neural 

Networks (RNNs) and probabilistic models, have 

been used to handle text chunking. These methods 

have also been improved using the state-of-the-art 

text representation models. 

Considering the characteristics of Persian as one 

of the languages with diverse and complicated 

patterns for different kinds of phrases, we aim to 

use the state-of-the-art transformer-based models 

in combination with CRF and BiLSTM-CRF as 

sequence labeling layers in order to solve the 

chunking problem. Moreover, having a sufficient 

and validated dataset is always a critical concern 

for everyone willing to struggle with a NLP task. 

Based on our current knowledge, there are a 

limited number of datasets for text chunking in 

Persian, which are not publicly available for 

research in this field. This motivated us to gather a 

new comprehensive dataset with chunk tags by 

crawling the Persian news websites and labeling 

the text semi-automatically for our experiments. 

The main contributions of the paper are as 

follows: 
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• Providing a new dataset for Persian text 

chunking semi-automatically 

• Using state-of-the-art transformer-based 

contextualized representation for text 

chunking 

• Comparing different neural architectures 

beside transformers for the target task. 

In the following, we will first point to the related 

works about shallow parsing for both the Persian 

and English languages. In Section 3, we will 

introduce our dataset. Our models and 

experiments will be elaborated in Sections 4 and 

5. Finally, Section 6 summarizes the paper. 

 

2. Related Works 

Many novel approaches have been used on 

English text chunking in the recent years. The 

contributions of the proposed models in the field 

are mainly categorized in the text embedding, 

sequence tagging or learning process. In this 

section, we first review the state-of-the-art models 

on text chunking from a general viewpoint, and 

then focus on Persian text chunking, which is the 

target of this study. The pre-trained word 

embeddings like SENNA [7] and GLOVE
1
 have 

been used by Huang, Xu, and Yu [21], L. Liu et 

al. [25], Sogaard and Goldberg [45], and Zhai, 

Potdar, Xiang, and Zhou [52] in order to enhance 

the performance of the models in text chunking. 

The character-level language models have been 

employed by Akbik, Blythe, and Vollgraf [1], L. 

Liu et al. [25], and byte-level embeddings have 

been used to improve the accuracy of sequence 

labeling. 

Moreover, for the sequence labeling unit, the 

traditional probabilistic models like Hidden 

Markov Model (HMM) [10] and CRF [23] have 

been widely used with various kinds of RNNs 

[39] including LSTM [18], BiLSTM [14], and 

Gated Recurrent Unit (GRU) [5]. Their ability to 

keep the information during passing through a 

sentence assists the model to maintain important 

information in the text in order to detect specific 

segments. For instance, the BiLSTM-CRF model 

has been used by Huang et al. [21] to handle the 

sequence labeling tasks including chunking. 

Ma et al. [27] have used convolutional layers in 

addition to BiLSTM for sequence chunking. They 

also leveraged the information of other sequential 

                                                      

1 (http://nlp.stanford.edu/projects/glove/) 

features like Named Entity Recognition (NER) 

and Parts Of Speech (POS) tags in order to create 

embeddings for each word before feeding input to 

the network. 

The learning unit of chunking has been further 

expanded by other advanced methods including 

multi-task learning, which provides the possibility 

of training a model for different tasks [17, 25, 45]. 

Semi-supervised learning is another well-known 

technique that has been used in chunking. In the 

models proposed by Rei [38] and Clark, Luong, 

Manning, and Le [6], both the labeled and 

unlabeled data was used for sequence chunking. 

Peters, Ammar, Bhagavatula, and Power [33] 

have devised a bidirectional architecture, TagLM, 

to be a language model for following the sequence 

labeling tasks such as text chunking. Deep 

transition RNN has been another innovative 

approach proposed by Y. Liu et al. [26] to 

enhance performance on sequence chunking. 

Most suggested methods for text chunking, 

especially for the Persian language, used models 

like HMM, genetic algorithm, simple multi-layer 

neural network, LSTM, and BiLSTM. On the 

other hand, with the advent of attention-based 

transformers [49] and novel transformer-based 

architectures proposed by Delvin, Chang, Lee, 

and Toutanova [9] and Lample and Conneau [24], 

notable advances have occurred during the recent 

years in different NLP tasks such as text 

generation, NER, and text chunking. Lots of these 

pre-trained transformer-based models have been 

trained on multi-lingual datasets, making them 

ideal to be employed in works related to rare 

languages [47] or even machine translation tasks 

[51]. In this article, we will show how we use 

these models for Persian text chunking. 

 

2.1. Persian chunking  

As mentioned earlier, the rule-based methods 

have been used for chunking, especially in the 

low-resource languages that suffer from lack of 

annotated data. 

In the proposed model of Mohtaj, Roshanfekr, 

Zafarian, and Asghari [30], a simple rule-based 

approach has been used to handle shallow parsing. 

They defined certain rules to extract Persian 

phrases from 100 randomly selected sentences 

from a large corpus. 

In another research study, a rule-based approach 

has been used to create the dataset to be used for 
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the task. We also follow this idea to create the 

dataset, which will be described in Section 4. 

Noferesti and Shamsfard [31] have used a rule-

based method to create a tagged dataset for the 

chunking task. They also employed the genetic 

algorithm to learn and predict phrases. Each gene 

takes one of the IOB tags as its value. 

Kiani, Akhavan, and Shamsfard [22] have 

proposed a hybrid approach for chunking Persian 

sentences. First, they employed a rule-based 

method in order to create labeled data for the 

chunking task. Afterwards, they fed the labeled 

data including POS tags of the previous and next 

tokens as the features to a multi-layer neural 

network, and used the Fuzzy C-Means clustering 

algorithm to predict the labels. Shamsfard and 

Mousavi [41] have designed a rule-based shallow 

parser in order to extract semantic relations in a 

sentence.  Shamsfard and SadrMousavi [42] have 

also used a rule-based approach for the semantic 

role labeling task in the Persian language. 

SharifiAtshgah [43] has handled noun phrase 

segmentation by defining certain regular 

expressions in order to provide a Persian 

Treebank. 3452 noun phrases were segmented 

with an error rate of 7% in their work. 

Homayoonpour and Salimibadr [19] have used 

Support Vector Machines (SVMs) and CRF to 

segment a tiny part of Persian text data. A small 

corpus including 589 sentences with roughly 6000 

words in total was provided as the training set, 

and they manually generated the test set. In order 

to predict the boundaries of syntactic groups, they 

used the target word and its grammatical label, the 

grammatical roles of two words before and after 

the target token, two sequences of the target word 

with the previous and forwarding neighbors, and 

the main grammatical roles of the words around 

the target. Ghayoomi [13] has provided the first 

constituency treebank for Persian based on the 

head-driven phrase structure grammar. He used 

regular expressions in the ClaRK [44] system with 

a bootstrapping approach. Rasooli, Kouhestani, 

and Moloodi [36] have also introduced a treebank 

containing 30,000 sentences annotated by 

syntactic roles and relations. Tabatabayi and 

HoseinNezhad [46] have proposed a CRF-based 

model for Persian chunking. For training their 

model, they extracted Persian chunks from the 

Persian dependency treebank [36] using regular 

expressions. Kiani and Shamsfard (1387) have 

used a neural model for shallow parsing. They 

used the dataset provided by [41, 42] for training a 

Multi-Layer Perceptron (MLP) model. 

Like Kiani et al. [22], Mohseni, Ghofrani, and 

Faili [29] have used the POS tags of the previous 

and next works of each particular token as the 

features of each input token. They used these 

features plus IOB chunk labels for learning the 

classifier introduced by Manning and Klein [28] 

in order to detect noun phrases in the text. 

Hosseinnejad, Shekofteh, and Emami Azadi [20] 

have introduced a text corpus, A’laam, in which 

annotated Persian text data with different noun 

phrase labels have been provided. Their corpus 

contains 13 different noun phrase labels over 

250,000 words. In order to evaluate a model on 

their dataset, they trained a CRF-based NER 

system in the Persian language on their annotated 

data. The model showed satisfying results on 

predicting the labels of different noun phrases in 

corpus. Asgari-Bidhendi [52] also introduced a 

corpus for NER in Persian language, containing 

over 200,000 tokens crawled from social media. 

Memory-based learning is another method used 

for shallow parsing tasks in Persian.  Ghalibaf, 

Rahati, and Estaji [12] have extracted features 

related to the POS tags of previous and next 

tokens of each word and fed these features to the 

MBL algorithm to detect the phrases. 

 

3. Models  

In this section, we introduce our models used for 

Persian text chunking. In the recent years, the 

models containing the CRF structure have been 

noticeably employed in order to handle different 

sequence labeling tasks such as chunking in the 

English language. More common RNNs like 

LSTM, GRU, and BiLSTM have also been 

combined with CRF in order to improve the 

performance by capturing contextual information 

from the input sequences. However, by 

introducing the contextualized transformer-based 

models [49], the state-of-the-art works and ideas 

have been proposed in the last couple of years for 

different NLP tasks including sequence labeling 

and text chunking. We aim to employ these pre-

trained transformer-based models to handle text 

chunking in the Persian language. As we must use 

the models that support the non-English 

languages, we used the ParsBERT, 

multilingualBERT (mBERT), and XLM-

RoBERTa models, which were trained on 

multiple languages, as our candidates. A large 

version of each architecture was used to create an 

equivalent situation for the models. For each 

model, we tried three different scenarios for the 

last layer of the model. We used CRF, BiLSTM-



Momtazi et al./ Journal of AI and Data Mining, Vol. 10, No. 3, 2022 
 

376 
 

CRF, and a simple dense layer beside those 

aforementioned pre-trained models in order to 

evaluate the performance of different 

architectures. First, we will introduce the 

transformer-based models we use and their 

characteristics. Then we will elaborate the CRF 

and BiLSTM-CRF layers used in our models in 

the next following part. 

 

3.1. Text representation with BERT family 

Delvin et al. [9] have firstly introduced a 

bidirectional transformer-based model, called 

BERT. BERT combines the three different 

vocabulary, segment, and position embeddings to 

create the input embeddings before feeding input 

to the deep architecture. Two major objectives are 

considered for the pre-training phase of BERT. 

The first one is masked language modeling, in 

which the model should consider the context of 

unmasked tokens in a sequence to predict the 

masked word. Another pre-training target for 

BERT is next sentence prediction. In this task, the 

model is forced to determine whether two 

sequential sentences are related to each other or 

not. The pre-trained bidirectional transformer-

based architecture of BERT has been used in 

various NLP tasks, including question answering 

[34], sentiment analysis [50], and sequence 

labeling [26]. Furthermore, there are multilingual 

and Persian versions of BERT trained on the text 

data from different languages. We use mBERT
2
 

and ParsBERT for our text chunking task on the 

Persian language. 

Considering the shortcomings of mBERT in the 

non-English languages, the XLM model has been 

proposed by Lample and Conneau [24]. The 

objectives of the XLM model are masked 

language modeling, which forces the model to 

detect masked tokens in a sentence, next token 

prediction, requiring the model to predict the next 

token by giving it the previous ones, and 

translation language modeling in which the model 

tries to predict masked tokens by considering the 

unmasked words in the sentences from different 

languages. 

Later, XLM-RoBERTa was introduced by 

Conneau et al. [8]. They employed the previous 

XLM model [24] to be trained on a huge amount 

of data from 100 different languages. In order to 

provide such a big amount of data, they created a 

dataset called CommonCrawl entailing two 

terabytes of textual content from 100 different 

                                                      

2 https://github.com/google-
research/bert/blob/master/multilingual.md 

languages. The XLM-RoBERTa’s pre-training 

goal is masked language modeling and predicting 

masked tokens in a sequence. This multilingual 

bidirectional transformer-based model is another 

architecture we use for Persian text chunking. 

 

3.2. Sequence labeling with CRF and BiLSTM-

CRF 

A combination of CRF with various types of 

RNNs such as LSTM and BiLSTM has been used 

in different works on text chunking. The CRF 

layer helps the model to consider the labels of 

other tokens in a sentence, while predicting the 

label of a particular word. In this way, the model 

learns the correlations between different labels 

alongside the probability of the labels in a specific 

position. CRF employs two major matrices to 

handle this.   is a     matrix that is the 

probabilities of transitions between the existing 

labels (  is the number of labels), and P is a     

matrix showing the probability of each label in 

each position in a sequence (  is the length of a 

sequence). Equation 1 shows the calculation of the 

score for an input sequence                and 

a label sequence              . The objective 

for detecting the best label sequence is presented 

in Equation 2.   represents all the possible label 

sequences. 

       ∑        

 

   

 ∑     

 

   

 

           ∑     ̃ 

 ̃  

 

RNNs have also been used in combination with 

CRF in order to assist the model to consider the 

context of sentences and tokens before feeding 

them to CRF. BiLSTM is one of the most 

common types of RNNs harnessed in different 

NLP tasks. The architecture helps the model to 

carry the important information of tokens without 

the problem of vanishing gradient resulting from 

passing through a long sentence. The bidirectional 

architecture of BiLSTM assists the model to 

capture the information from both the left and 

right contexts of each token, which causes a 

significant enhancement in the performance of the 

model in sequence labeling tasks including 

chunking. We use both the CRF and BiLSTM-

CRF architectures in order to observe the effect of 

these models on the performance of the 

contextualized pre-trained models in Persian text 

chunking. 
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Figure 1. Feeding input tokens to the input stage of BERT to achieve input embeddings. After processing the input 

embeddings by transformer-based architecture, the output of BERT is passed through a CRF layer in order to obtain the 

final labels. 
 

 

Figure 2. After Feeding input tokens to BERT, outputs of the contextualized model are passed to a bidirectional LSTM layer 

and the following CRF layer. 

 

 

Figure 3. Procedure of masked language modeling objective in pre-training phase of the XLM-RoBERTa model. 

In Figures 1 and 2, the BERT-CRF and BERT-

BiLSTM-CRF models are shown. In BERT-CRF, 

the outputs of BERT are directly fed to a CRF 

layer to predict the labels. In BERT-BiLSTM-

CRF, the outputs of the transformer-based model 

are first fed to a BiLSTM architecture, and then 

the outputs of BiLSTM are fed to the CRF layer. 

Figure 3 presents the masked language modeling 

objective of XLM-RoBERTa during pre-training. 

This model is used as the BERT model within the 

architectures shown in Figures 1 and 2 with CRF 

and BiLSTM-CRF, respectively. In the next 
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section, we will elaborate on the performance of 

the two transformer-based models in combination 

with CRF, BiLSTM-CRF, as well as a simple 

dense layer in chunking. 

4. Dataset 

In order to handle Persian text chunking, we 

require a reliable dataset for our experiments. 

There were some works in other related papers 

that sampled some sentences from large Persian 

corpora like Dadegan [36], Hamshahri [3], and 

Bijankhan [4] for text chunking; however, there is 

no specific dataset for Persian text chunking yet. 

The lack of available datasets for Persian text 

chunking motivated us to create a dataset based on 

real Persian text existing on the Web, which is 

part of the contribution of this research work. The 

news’ text gathered by crawling different Persian 

news websites was used to create the dataset. We 

applied a POS tagger on the unprocessed text to 

obtain POS labels, which could be very useful in 

text chunking. Since the phrases follow certain 

patterns in text, designing certain rules on POS 

tagged data has been used in some works [15, 30, 

32] in order to detect simple phrases in the text. 

However, since detecting noun phrases in Persian 

is challenging in most cases, at the final stage, a 

language expert should manually check the labels 

that the rule-based algorithm has tagged. Our 

dataset also follows the IOB scheme [37] 

containing three major tags “O”, out of phrases, 

“B-NP”, beginning of noun phrases, and “I-NP”, 

inside of the noun phrases. Other details of our 

dataset are shown in Table 1. In order to be more 

precise, the following steps summarize the 

procedure of generating the dataset: 

• Crawling the pages of the Persian news 

agencies and converting them to raw Persian 

text 

• Applying a POS tagger on the raw data to 

achieve the POS labeled text 

• Designing general rules on POS tags to 

predict simple noun phrases in the text. 

Among the several rules that we tried, the 

one below was the best in accuracy to detect 

phrases: 

                                  
    

• The meaning of the tags used in the above 

regular expression is shown in Table 2. 

• Checking the automatically tagged text by a 

language expert to handle exceptions and 

complicated phrases. 

Some examples of our dataset are as follows: 

(1) ?u sepas goft tedǎde besiǎr kami dǎstǎn 

dǎrim 

he then said number very little story have 

B-NP O O B-NP I-NP I-NP I-NP O           

‘He then said that they have a little 

number of stories’ 

(2) in avalin vazife har fardi ast 

this first duty every person is 

B-NP B-NP I-NP I-NP I-NP O 

‘This is every person’s first duty’ 

(3) šerkathǎye dolati bǎyad sahǎme ǩod rǎ 

beforošand 

firms governmental should stock 

themselves - sell 

B-NP I-NP O B-NP I-NP O O  

‘Governmental firms should sell their 

stocks’ 

(4) taǧirāte nerǩe arz āmele aslie navasāne 

ǧeimate talā ast 

changes rate currency cause major 

fluctuations cost gold is 

B-NP I-NP I-NP B-NP I-NP I-NP I-NP I-

NP O 

‘The changes in currency rate is the major 

cause for the fluctuations in cost of gold’ 

Table 1. Dataset statistics 

Measure Number 

# of sentences 3091 

# of tokens 93058 

# of labels 3 

# of NP tokens 56888 

# of NP phrases 17711 

Avg. length of sentences 30.10 

One of the most challenging parts of Persian noun 

phrase chunking is detecting the phrases that 

contain various clauses. Adjective clauses and 

different types of clauses are very common 

subsets of bigger noun phrases in the Persian 
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language, making the prediction of noun phrases 

difficult. For instance, a challenging example of 

our dataset is presented in Example 5. In this 

example, the whole text is a single noun phrase 

that should be predicted by the model. This 

indicates that the task requires an advanced 

architecture to recognize such structures in the 

text.  

Table 2. POS tags in dataset. 

POS tag Meaning 

A Adjective 

B Abbreviation 

D Adverb 

E Preposition 

I Interjection 

J Conjunction 

L Classifier 

N Noun 

O Punctuation 

P Post-position 

S Residual 

T Determiner 

U Number 

V Verb 

Z Pronoun 

(5) sǎzmǎnhǎyi ke darǩǎste pardǎǩte in 

tashilǎt be karkonǎne ǩod rǎ dǎrand ... 

organizations that request payment these 

facilities to employers their - have ... 

‘The organizations that want to endow 

these facilities to their employers ...’ 

As mentioned earlier, we only focused on the 

noun phrases, and left the other phrases for a 

future work. The main reason for focusing on the 

noun phrases is that detecting noun phrases is 

widely used in various NLP tasks such as 

keyword extraction and query analysis in search 

engines. In most cases, queries consist of noun 

phrases, and finding the dependencies between the 

words within a noun phrase helps to enhance the 

performance of the engine by extracting queries’ 

target and intent. For instance, consider the query 

in Example 6. 

(6) Query: 

nazarǎte namǎyandegǎne majles darbǎre 

hamegirie viruse coronǎ dar šahrhǎye 

roostǎyi 

opinions representatives parliament about 

pandemic virus corona in cities rural 

‘The opinions of parliament representatives 

about coronavirus pandemic in rural cities’ 

The above example could be a common query 

searched through the search engines. Obviously, 

there are three noun phrases in this long query: 

(7) Phrase 1: 

nazarǎte namǎyandegǎne majles 

opinions representatives parliament 

‘The opinions of parliament 

representatives’ 

(8) Phrase 2: 

hamegirie viruse coronǎ 

pandemic virus corona 

‘Coronavirus pandemic’ 

(9) Phrase 3: 

šahrhǎye roostǎyi 

cities rural 

‘Rural cities’ 

These phrases contain the main purpose of the 

original query, which means that detecting noun 

phrases in this query would split it into smaller 

parts without losing much information. In other 

words, if the search engine can match one of the 

above noun phrases of the query with a document, 

we can say that there is a relation between the 

document and the input query; however, if a sub-

part of the noun phrase (e.g. the word 

“representatives”) matches the document, there is 

no guarantee to find a reasonable relation between 

the query and the document. 

5. Experiments and Results 

5.1. Experimental setup 

First, in order to determine our test and validation 

sets, we randomly selected 10% of our data for the 
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test and 10% for the validation set. The remaining 

80% is left for training. In order to implement the 

fine-tuning of the contextualized models as well 

as CRF and BiLSTM-CRF, we used PyTorch
3
 and 

transformers package
4
 in Python. We used two 

different versions of BERT, ParsBERT [11], and 

multilingual-base
5
 with 168 million parameters. 

We also employed XLM-RoBERTa-large with 

550 million parameters. In this way, a specific 

TokenClassification module is already 

implemented for these pre-trained models. We 

used the outputs of the TokenClassification 

module in order to feed them into the CRF and 

BiLSTM-CRF modules. In addition, the sklearn-

crf
6
 model was used to implement the simple CRF 

model as our baseline. We set the learning rate to 

1e-5. We also set the probability of dropout to 0.3 

and 0.4 and batch-size equal to 16 and 32. Max 

length of input sentences was set to 110. In the 

next section, we explain the results of various 

models and compare their performance in 

different situations in combination with CRF, 

BiLSTM-CRF, and dense layers. 

 

5.2. Results 

In order to evaluate our models, we use F1 score
7
 

as our major evaluation metric, which is the most 

common metric used for measuring the sequence 

labeling models’ performance. Table 3 presents 

the performance of the proposed models on our 

dataset. In the first step of experiments, we 

considered the word2vec model [16] plus the CRF 

model as the baseline. Since the main research 

studies on Persian chunking including the 

proposed models by Hosseinnejad et al. [20], 

Homayoonpour and Salimibadr [10], as well as 

Tabatabayi and HoseinNezhad [46] are based on 

the CRF model, this part of experiments provides 

a comparative analysis with one of the available 

models on Persian chunking. 

In the next step of experiments, we use the 

contextualized representation. In order to make 

the table more readable, we separated the parts 

based on the architecture of the last layer of the 

model. In the CRF model, mBERT achieved an 

F1 score of 72.90. ParsBERT outperformed 

mBERT, and it achieved 76.33. Due to the huge 

data on which XLM-RoBERTa is pre-trained, its 

                                                      

3 https://pytorch.org/ 
4 https://huggingface.co/ 
5 https://github.com/google-

research/bert/blob/master/multilingual.md 
6 https://sklearn-crfsuite.readthedocs.io/en/latest/ 
7 https://github.com/chakki-works/seqeval 

performance is the best among all other models 

and gained the F1 score of 79.86. 

We also tried the combination of BiLSTM-CRF 

with transformer-based models. In this case, 

mBERT achieved the 72.34 F1 score, and the 

score of ParsBERT was 75.70. As expected, 

XLM-RoBERTa is better than its counterparts 

again, and achieved a 79.34 F1 score. 

As it can be seen from the tabulated results, since 

the transformer-based contextualized models have 

more advanced architecture than the previous 

RNNs like LSTM and BiLSTM, adding BiLSTM 

to the last layer of our models does not assist the 

model to catch more context from the input 

sequence. In all cases, the models with just a CRF 

layer outperform their counterparts with BiLSTM-

CRF, indicating that adding BiLSTM could not 

improve the performance of the models in Persian 

text chunking. 

In the next step, we evaluated the impact of the 

CRF layer on the output. To this aim, we 

compared the performance of CRF with a model 

that consists of a simple dense layer. Due to the 

ability of CRF in considering the correlations and 

dependencies between chunk labels, it 

outperforms the model with just a simple dense 

layer without CRF. Removing the CRF layer 

results in 70.62 and 75.12 F1 score for mBERT 

and ParsBERT, respectively, and XLM-RoBERTa 

achieved the 77.29 F1 score. 

6. Conclusion and Future Work 

In this paper, we introduced a new dataset for 

noun phrase chunking in the Persian language. 

The state-of-the-art transformer-based models 

such as different versions of BERT as well as 

XLM-RoBERTa that are trained on multiple 

languages including Persian were used as the 

major part of our models’ architecture. In order to 

enhance the model’s performance on detecting 

labels, a CRF layer was added to the end of the 

model, enabling the model to catch the 

dependencies between chunk tags. We also 

compared the impact of CRF, BiLSTM-CRF, and 

simple dense layer as the final layer on the 

models’ performance. 

In the future, the Persian noun phrase chunking 

could be easily extended to detect other types of 

phrases in the Persian language. The significant 

ability of deep contextualized models opens a 

room for future working on various NLP tasks 

that work based on sequence labeling in low-

resource languages including Persian. 
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Table 3. Comparing F1 scores on our dataset 
F1 score Model 

 Baseline 

71.9 Word2vec + CRF 

 Contextualized representation + Dense layer 

75.12 

70.62 

77.29 

ParsBERT 

multilingual BERT 

XLM-RoBERTa 

 Contextualized representation + CRF 

76.23 

72.90 

79.86 

ParsBERT 

multilingual BERT 

XLM-RoBERTa 

 Contextualized representation + BiLSTM-CRF 

75.70 

72.34 

79.34 

ParsBERT 

multilingual BERT 

XLM-RoBERTa 
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 بندی متون فارسی یک رویکرد مبتنی بر ترانسفورمر برای قطعه

 

  *سعیده ممتازیو پور  زاده، محمد مهدی عبدالله پارسا کاوه

 .تهران، ایران ،دانشکده مهندسی کامپیوتر، دانشگاه صنعتی امیرکبیر

 74/47/7477 پذیرش؛ 04/14/7471 بازنگری؛ 72/42/7471 ارسال

 چکیده:

 یس ط   هی  تجز یبرا یمتنوع اریبس یها است. اگرچه روش داشته یا دنباله یگذار را در حوزه برچسب یمتن نقش مهم یبند در چند سال گذشته، قطعه

 یه ا  لمقال ه، م د   نی  اس ت. در ا  یبر قواعد زبان یمبتن یمتن در زبان فارس یبند قطعه یبرا یشنهادیپ یکردهایرو شتریاست، ب ارائه شده یسیزبان انگل

 دانی  . مش ود  یم شنهادیپ مانیها مدل یعنوان ساختار اصل ، بهXLM-RoBERTaو  BERTبر بافت با استفاده از ترانسفورمرها، از جمله  یمختلف مبتن

ب ه   ورمرب ر ترانس ف   یمبتن   یه ا  ساده بع د از م دل   رو شیپ هیلا کیو  ،یشرط یتصادف دانیاز حافظه کوتاه مدت دو طرفه و م یبیترک ،یشرط یتصادف

 یعب ارات اس م   یبند قطعه یبرا یدیمجموعه داده جد ن،ی. علاوه بر اشود یاستفاده م یبند قطعه یها برچسب ینیب شیعملکرد مدل در پ شیمنظور افزا

 یمتم ا  نیعملک رد را ب    نیبهت ر  XLM-RoBERTaک ه   ده د  یم ا نش ان م     یها شیاست. آزما یاست که شامل متن اخبار فارس ارائه شده یدر فارس

نس بت ب ه    یبهت ر  جینتا یشرط یتصادف دانیم هیلا کیکه استفاده از  دهد ینشان م نیآمده همچن دست به جی. نتاآورد یبه دست م یشنهادیپ یها مدل

 و حافظه کوتاه مدت دو طرفه دارد. یشرط یتصادف دانیاز  م یبیترک یو حت رو شیپ هیلا کی

 .ای، یادگیری عمیق، بازنمای کلمات مبتنی بر بافت گذاری دنباله بندی متون فارسی، برچسب قطعه :کلمات کلیدی

 


