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This paper proposes a novel method for voice activity detection
based on clustering in the spectro-temporal domain. In the proposed
algorithms, the auditory model is used in order to extract the
spectro-temporal features. The Gaussian mixture model and the
WK-means clustering methods are used to decrease the dimensions
of the spectro-temporal space. Moreover, the energy and positions
of the clusters are used for voice activity detection. Silence/speech
is recognized using the attributes of clusters and the updated
threshold value in each frame. Having a higher energy, the first
cluster is used as the main speech section in computation. The
efficiency of the proposed method is evaluated for silence/speech
discrimination in different noisy conditions. Displacement of the
clusters in the spectro-temporal domain is considered as the
criterion to determine the robustness of the features. According to
the results obtained, the proposed method improves the speech/non-
speech segmentation rate in comparison to the temporal and spectral

features in low signal to noise ratios (SNRs).

1. Introduction

In many speech processing applications, it is
essential to use voice activity detection (VAD) in
order to discriminate speech from silence [1-4]. In
this paper, the spectro-temporal features were
used for silence/speech detection. In fact, many
VAD methods have been proposed [5-7]. In each
method, the speech features such as short time
energy and zero-crossing rate (ZCR), auto-
correlation function analysis, cepstral peak, and
Mel Frequency Cepstral Coefficients (MFCCs)
have been used for speech segmentation [8-14]. In
the recent years, VAD based on deep neural
network (DNN) has got a great success. However,
typically developing noise-robust and more
generalized deep learning-based voice activity
detection requires the collection of a great amount
of annotated speech data [15-17]. In the proposed
method, the spectro-temporal features were
extracted using the auditory model in order to
detect speech from silence. The Gaussian Mixture

Model (GMM) and the WK-means clustering
algorithms were employed to extract the main
speech sections, and the attributes of clusters were
used as the secondary features to detect silence
and speech frames [18]. Three clusters were used
in order to segment the spectro-temporal space.
The clusters were ranked in energy; therefore, the
first cluster has the highest energy, and includes
the main information of speech signal. The first
cluster’s energy in each frame was compared with
the threshold value to detect the speech frames. In
the proposed method, the threshold was updated
in each frame. If the first cluster’s energy was
higher than the threshold value, this frame was
identified as speech; otherwise, it was identified
as silence. In this work, the sentences of the
TIMIT database were used for the efficiency
evaluation of the proposed method [19]. The
auditory model and clustering-based feature
selection method in the spectro-temporal domain
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is discussed in Section 2. The proposed method
for silence/speech detection using the spectro-
temporal features is presented in Section 3. The
experimental results and the performance
evaluation are analyzed in Section 4. Finally, the
research work is concluded in Section 5.

2. Spectro-Temporal Representation of Speech
using Auditory Model

The auditory model is the simulated model of the
inner ear and the first layer of the auditory cortex
that is used in many speech processing
applications [20, 21]. This model consists of two
main sections [22, 23]. In the first section, the
auditory spectrogram of speech signal is
calculated. In the second section, this 2D
representation is converted into the spectro-
temporal features using a 2D filter bank [24]. In
fact, the 2D wavelet transform of the auditory
spectrogram is obtained at this stage. The spectro-
temporal impulse response of 2D filters is called
the spectro-temporal response field (STRF). The
outputs of the cortical filters are computed using
the convolution of STRFs with the auditory
spectrogram. The cortical representation of speech
has four dimensions including scale (<& in

cycles/octave), rate (@ in Hz), frequency (f-the

number of the band-pass filter), and time (t-the
frame number). Therefore, it is important to select
the noise-robust features due to the feature space
vastness in the spectro-temporal model. In the
recent studies, the clustering-based feature
selection method has been employed to decrease
the features space dimensions [25]. The spectro-
temporal features were used in the speech
processing applications [26-29].

2.1. Selection of spectro-temporal feature using
clustering methods

In this method, the auditory spectrogram of a
speech signal was first computed for each frame
[30, 31]. Then the spectro-temporal features were

extracted using the auditory spectrogram and the
auditory cortex model. Since the cortical output of
the auditory model has four dimensions (scale,
rate, frequency, and time), the clustering block
was used to decrease the vast dimensions of the
spectro-temporal feature space, and to select the
valuable features. In this section, the feature space
was segmented using the clustering methods. As a
result, new feature vectors with smaller
dimensions were extracted by determining the
main speech clusters in each frame. In this
method, the spatial information of each point in
the feature space was considered in the initial
feature vector. In this feature extraction
mechanism, the mean and variance vectors of
cluster centers were considered as the secondary
features,v = (w4, 1, 143,01,05,,03) by selecting three

clusters in the spectro-temporal space and
clustering the initial feature vectors. The energy
measure was used to sort the mean and variance
vectors of the cluster centers. ,, and o, are the

mean and variance vectors of the cluster centers
with a higher weight. In fact, the mean vectors of
the cluster centers were first sorted using energy
measure. The variance vectors of the cluster
centers were then sorted using the same measure
to form the secondary feature vector in each
frame. The main motivation of this work is to
extract the attributes of these clusters as the
secondary high level features for speech/silence
classification.

3. Silence/Speech Detection using Clustering-
based Feature Extraction Method in Spectro-
Temporal Domain

The spectro-temporal features were used in the
proposed method for silence/speech detection.
The block diagram of the proposed method is
shown in Figure 1. In the preprocessing stage, a
16-ms window was used for speech signal
windowing. In the next stage, the 4-D cortical
output was computed in each speech frame using
the auditory model.

4-D cortical output

4

Speech signal

First stage of
__',

Windowing %] auditory model

Cortical stage of
auditory model < —

1
| Clustering

Secondary

feature
vectors

A

Recognition of Comparison of

silence/speech €—— clusters energy with
threshold

A

Determination of
optimal threshold g

Calculation of
clusters energy

Figure 1. Block diagram of proposed method for silence/speech detection.
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In this work, two clustering algorithms were used
for spectro-temporal feature extraction. In the first
method, the initial feature vectors had four
dimensions; f, denotes the frequency, s; is the

scale, r, is the rate, and A | is the amplitude of

points. The initial feature vectors,
vi =(r.s;.f.|A ), were clustered using GMM

clustering. In the second method, the initial
feature  vectors,v, =(r;,s;,f;), had  three

dimensions, and the amplitude of points,w; =|A;|,

was considered as the weight vector. The initial
feature vectors were clustered using WK-means
clustering. The secondary feature vectors with
smaller dimensions were computed by extracting
the main clusters of speech in each frame. After
that, the energy of the kth cluster in the ith frame
was determined through the following equation:

1y
Wei :N—ZlAnl @)
=1

In this equation, N is the number of samples in
the kth cluster, whereas A_ indicates the

n

amplitude of the points belonging to the kth
cluster. The clusters were ranked using energy
measure; as a result, the first cluster had the
highest energy. Therefore, the first cluster
contains the valuable information of speech.

Clusters Energy

Set the parameters
Oy, O

Calculation of
Ty

v

with T(0)

Comparison of first
cluster energy (Weci,1)

Thus the first cluster’s energy was compared with
the threshold for speech/non-speech detection.

3.1. Determination of threshold value

The initial value of the threshold, which was
updated along the VAD process, was determined
using the mean energy of the first clusters in all
frames.

Y
T(0) :TO:VZWCi 1 2
=)

In this equation, M shows the number of speech
frames and w , , indicates the first cluster’s energy

in the ith frame. If the first cluster’s energy in the
first frame was higher thanT,, the first frame was

considered as the speech frame; otherwise, it was
considered silence. In the proposed method, the
threshold was updated in each frame. This
initialization method was obtained empirically
using the results of different simulations. In the
next frames, the threshold was determined by
applying the correction coefficients with respect
to the type of the previous frame. The value of T
was obtained from Equation (2). It was then
updated for the next frames with respect to the
frame type. If the ith frame included speech, the
value of T was obtained from the following
equation:

T (i +1)=T (i) —a(i)xcq W, (i +1) 3)

Label of speech

NO

Update T using
Equation (4)
v

Calculation of
new B

v
Label of silence

Update T
using
Equation (3)

_ | Calculation
of new o

Fiaure 2. A flowchart of nronosed method for silence/sneech detection..
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If the ith frame was silence, the value of T was

calculated using Equation
(4), in whichg and g were considered to

determine the optimal threshold value. A
flowchart of the proposed method is shown in
Figure 2.

T +D)=T (i)+830)xay W, (i +1) (4)

Table 1 shows how to update the threshold value
as the pseudo-code. The parameter o was

considered so that the reduction rate, ;, would

not be the same in case a number of speech frames
were put in a row. The larger number of
consecutive speech frames, the lower the
reduction slope of the threshold; otherwise, the
non-speech frames might be identified as the
speech frames. According to . +1)=$, the

definitive value of this parameter decreases if the
number of consecutive speech frames decreases. It
is put 1 until the detection of other speech frames
starts. At the same time, the parameter g controls

the increased threshold for non-speech frames. In
this case, the threshold value increases at a lower
rate for the large number of consecutive non-
speech frames; otherwise, the speech frames
might also be labeled as non-speech. According to
Bli +1) = %, the value of this parameter

decreases if the number of consecutive non-
speech frames increases.

Table 1. Pseudo-code for determining and updating
threshold in proposed method.

Algorithm: Input: Wepr a0

Output: Flag

Y%parameter setting

o =0.09

a, =0.06

T (0) = MeanW,) ; % Equation (2)

a(0)=0

B0)=0

%Threshold parameter adaptation
For i=0: Number of frames

IF W, (i +1) =T (i)
T3 +D=T (i)—a(i)xo W, (i +1)
Flag (i) =1; % Speech frame

i +1):%?

Bl +1)=0;
else
T (i +D=T (i) + i) xap W (i +1)
Flag(i)=0: % Silent frame

Ai +1):Li2)+1?

a(i +1)=0;
end
end

It is put 1 until the detection of another non-
speech frame starts again.

3.1. Post-processing
After the input speech frames were labeled, the
labels were post-processed to analyze the
following conditions:

e If a zero label indicating non-speech
frame is located between two frames
with labels of one showing speech
frame, it will be changed to 1.

o If a label of one indicating speech frame
is located between two frames of zero
labels showing non-speech frame, it will
be changed to zero.

4. Experimental Results

Noisy speech was wused for silence/speech
detection in order to analyze the efficiency of the
proposed algorithm. For this purpose, the
proposed method was evaluated using 80
sentences; 40 female and 40 male speakers were
randomly selected from the TIMIT database of
each eight dialects. Different noises were used
from noisex-92 [32].

4.1. Performance evaluation measure

In order to determine the accuracy, and evaluate
the performance of the proposed method, the
accuracy measure was used for silence/speech
detection.

N
Accuracy _Vocal =N—V %100 (5)
T

Accuracy _Vocal :E—V %100 (6)
T
N, and Ng respectively, are the number of

correctly detected speech frames and the number
of correctly detected silence frames. N is the

number of total frames.

4.2. Speech/silence detection using empirical
threshold

Figure 3 shows the male speaker’s speech signal,
whereas Figure 4 indicates the energy of the first,
second, and third clusters extracted through GMM
for a male speaker. Accordingly, the first cluster
has a higher energy than the other clusters. It can
be concluded that analysis of the first cluster’s
energy will have the greatest influence on the
performance of the proposed method. Therefore,
the energy of first cluster in each frame was used
for detecting the input frame type (silence or
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speech).
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Figure 5. Updated threshold for a male speaker.

Accordingly, the threshold introduced by
Equation (2) was updated based on the first
cluster’s energy in consecutive frames. The
updating process was based on Equations (3) and
(4). Figure 5 shows the updated threshold for a
male speaker. Since most of the intermediate
frames represent speech, the threshold for
determining the input frame type decreases so that
the intermediate speech frames can have
appropriate labels. Table 2 presents the average
accuracy rates of the proposed method for speech
and silence detection using 80 sentences from the

Table 2. Evaluation of proposed method in different noises and various SNRs (%6).

(dB) Noise
Features White Street Exhibition  Car Babble
Energy and ZCR 91.4 90.1 89.6 89.1 85.5
20 WK-means Clustering 95.5 93.3 94.8 94.5 92.2
GMM Clustering 98.7 96.9 97.1 98.9 94.9
Energy and ZCR 89.3 88.5 87.6 86.1 80.3
15 WK-means Clustering 93.9 92.2 935 93.7 90.8
GMM Clustering 97.1 94.8 96.3 96.4 925
Energy and ZCR 86.9 86.1 83.4 84.0 79.1
10 WK-means Clustering 91.5 90.9 89.9 89.7 88.4
Energy and ZCR 79.7 78.5 76.5 775 73.1
5 WK-means Clustering 85.1 84.2 83.1 82.3 80.6
Energy and ZCR 68.2 67.1 66.7 65.6 60.4
0 WK-means Clustering 785 78.2 774 76.3 75.2
Energy and ZCR 54.5 53.8 52.3 51.5 49.3
5 WK-means Clustering 64.3 64.1 62.1 61.9 59.2
GMM Clustering 65.5 65.1 63.8 62.1 60.4
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Table 3. Comparison of proposed features with conventional features for some sentences of timit

Frame Error Rate (%0)

Dialect Sex Speaker Sentence Sentence  Energy Proposed
code and Features
ZCR

DR1 Female FDAWO  "Steve collects rare and novel coins" SX326 14.9 12.3

DR1 Male MCPMO  "She had your dark suit in greasy wash ~ SAl 15.1 14.9
water all year"

DR2 Female FAEMO "Fill small hole in bowl with clay" SI762 13.2 10.3

DR3 Male MBEFO "Far more frequently, overeating is a  S1651 15.3 13.6
result of a psychological compulsion™

DR4 Female FCAGO "They all agree that the essay is barely =~ SX243 14.2 10.1
intelligible"

DR8 Female FBCG1 "Suburban housewives often suffer SX442 15.6 12.6
from the gab habit"

TIMIT database at different signal-to-noise ratio
(SNR) levels. White, street, exhibition, car, and Frame Error Rate (%)
babble noises were added to clean speech. In this

table, the proposed method using GMM and WK-
means clustering techniques were compared with 4

the combination of energy and ZCR features in

various noisy conditions. According to the results, 3
the accuracy rate of silence/speech detection was

improved in low noise conditions. Moreover, the
accuracy rate of GMM was higher than WK- 1
means clustering since it was difficult to
distinguish the fricative phoneme from the 0
background noise. The frame error rate of the

proposed algorithm in comparison to the
conventional features for some sentences starting

with the fricative phonemes is shown in Table 3.

In this table, the results were obtained using white

noise with SNR of 10dB. The frame error rate was

decreased using the proposed features in the
spectro-temporal domain. The main goal of this Figure 6. Frame error rate of proposed features in
work was to compare the clustering-based features comparison to conventional features.

in the spectro-temporal domain with the

= ZCR+ENERGY+Spectral Entropy

= ZCR+Energy+LPE
ZCR+Energy+LPE+Spectral Entropy

= Proposed Features

[
N

conventional features used for voice activity
detection. Therefore, in Figure 6, the proposed

o

features were compared with the combined
features such as zero crossing rate, short time

(o]
|

energy, spectral entropy, and linear prediction
error (LPE) [8, 33]. As it could be observed, the

] W White
frame error rate was decreased using the spectro- = Car
temporal features in comparison to the 4 Babble

conventional features.

N
|

In Figure 7, the frame error rate of the proposed
method was compared with the unsupervised

Frame Error Rate (%) .
[e)}

method using SNR of 15dB. In this method, the 0 - Existi

. xisting Proposed
long-term features were computed using the Method  Method
fractal dimension estimation [34]. The results [33]

obtained show that frame error rate was improved

using the proposed method. Figure 7. Frame error rate of proposed method in

comparison to existing method.
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Figure 8. Evaluation of proposed method in comparison to previous technique for speech/silence detection. (a):
Combination of auto-correlation function, ZCR, and cepstral peak. (b): Proposed method using GMM clustering.
Figure 8 indicates the results of evaluating the u >
. J Z A
proposed method for speech/silence detection in _ A L 9
comparison to the combination of auto-correlation A=—r
function, ZCR, and cepstral peak in different . (c n 2
noise and various SNRs. The mean accuracy of A=Y (10)
the proposed algorithm was improved through i-1 ‘;ij
GMM clustering in comparison to the existing. .2 2
Accordingly, the proposed method improved the oy andoy are the variance of clean speech

accuracy rate of speech/silence detection in
comparison to the temporal and spectral features.

4.3. Displacement of clusters
temporal domain

Displacement of cluster centers is one of the
criteria to determine the robustness of features.
D , displacement of clean speech clusters relative
to noisy speech clusters, is defined as:

>
P

m

in  spectro-

(")

Cc n
" (g~ 4y’
2 _ i — Hij
D; _Z ¢ 2
i-1

(8)
,Uij

where m denotes the number of speech frames,

andD? is the displacement of mean vector of

each clean speech cluster relative to noisy speech
in j™ frame. In addition, n denote the number of

C n
features, »; and ; are the mean vector of clean

speech cluster and mean vector of noisy speech
cluster. A , change of variance of each clean
speech cluster relative to noisy speech, is defined
as:
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cluster and noisy speech cluster. Table 3 and
Table 4 present D, and A,, displacement of
mean and variance vectors of k™ clean speech
cluster relative to noisy speech cluster using WK-
means and GMM clustering-based features.
Distance of mean and variance vectors of clean
and noisy clusters decreases in the high SNRs. As
it can be observed, displacement of clusters using
GMM clustering-based features is less than the
WK-means clustering-based features. Therefore,
the GMM features are more robust than the WK-
means features.

Table 3. Displacement of clusters using WK-means
clustering-based features.

SNR (dB)

20 15 10 5 0 5
D 51 75 83 146 209 245
1
D. 45 81 89 95 122 156
2
D. 52 68 71 82 93 113
3
A, 12 15 20 21 24 42
X 19 22 23 25 26 35
2
X, 21 24 27 28 28 38
3
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Table 4. Displacement of clusters using GMM
clustering-based features.
SNR (dB)

20 15 10 5 0 -5

D. 31 37 43 48 52 69
1

30 35 58 62 6.6 8.3

R

68 74 95 101 106 131

12 12 13 14 16 25

A 17 19 12 24 26 4.2
2

A 11 11 12 13 15 31
3

5. Conclusion

In this work, the spectro-temporal features were
used for voice activity detection. The main energy
concentration of speech was extracted in the
spectro-temporal space through the GMM and
WK-means clustering techniques. For this
purpose, the spatial information and energy of
points in the spectro-temporal space were used as
the initial vectors in the clustering algorithm.
Since the first cluster had the highest energy in the
spectro-temporal space, its energy in each frame
was compared with the threshold. The threshold
value was updated in each speech frame to
decrease the segmentation error by optimizing the
determined parameters. The updated threshold
was employed to detect the speech/silence frames
in noisy condition. The results obtained indicated
the higher efficiency of the proposed method in
comparison to the existing techniques, although
the frame error rate of speech/silence detection
had been improved using the proposed features in
comparison to the conventional features.
However, the deep learning-based methods have
shown to be more robust and accurate than the
statistical methods and other existing approaches.
Therefore, in the future research work, the deep
learning-based methods will be used to develop
the proposed method.
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