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 During the COVID-19 crisis, we face a wide range of thoughts, 

feelings, and behaviors on the social media that play a significant role 

in spreading information regarding COVID-19. Trustful information, 

together with hopeful messages, could be used to control the people's 

emotions and reactions during pandemics. This work examines the 

Iranian society's resilience in the face of the Corona crisis, and 

provides a strategy to promote resilience in similar situations. It 

investigates the posts and news related to the COVID-19 pandemic in 

Iran in order to determine which messages and references have 

caused concern in the community, and how they could be modified? 

and also which references are the most trusted publishers? The social 

network analysis methods such as clustering are used in order to 

analyze the data. In the present work, we apply a two-stage clustering 

method constructed on the self-organizing map and K-means. Due to 

the importance of social trust in accepting messages, this work 

examines the public trust in social posts. The results obtained show 

that trust in the health-related posts is less than the social-related and 

cultural-related posts. The trusted posts are shared on Instagram and 

the news sites. The health and cultural posts with negative polarity 

affect the people's trust, and lead to negative emotions such as fear, 

disgust, sadness, and anger. Thus we suggest that non-political 

discourses are used in order to share the topics in the field of health. 
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1. Introduction 

The COVID-19 pandemic has an essential 

influence on the utilization of social media by the 

people worldwide. Before the prevalence of 

COVID-19, people already relied on the social 

media in order to collect information and news but 

with the worldwide spread of the coronavirus, the 

individual activity on the social networks like 

Twitter and Facebook has risen [1]. Thus during 

the COVID-19 prevalence, the positive role of the 

social media in the public dissemination and 

discussion of important information about the 

pandemic has been revealed [2]. 

During the COVID-19 outbreak, we face a wide 

range of thoughts, feelings, attitudes, and 

behaviors on the social media, and this 

information is of particular importance. Public 

data shared on the social networks by the users 

around the world can be used to quickly recognize 

the main feelings, thoughts, attitudes, and issues 

that are occupying the people's minds concerning 

the COVID-19 outbreak. Several studies have 

reported that the social media play a vital role in 

understanding the society's attitudes and behaviors 

during crises as a way to protect the critical 

communication and health promotion messages 

[1, 3, 4]. Such data may help the policy-makers 

and healthcare professionals to review the primary 

issues of concern, and analyze them more 

appropriately [1]. It could also help understand the 

social status, effectiveness of the policies and 
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methods implemented in the societies in the face 

of this crisis, and help design the subsequent steps 

to overcome it. The trustful information and 

messages of hope and solidarity shared on social 

media could be used to control the people's 

emotions and reactions during pandemics, build 

safety nets, and promote resilience. This work 

examines the Iranian society's resilience in the 

face of the Corona crisis by investigating the data 

extracted from the social media and providing a 

strategy to promote resilience in similar situations. 

The extracted dataset includes Persian posts and 

news published by the Iranians on the social 

networks focusing on Covid-19. This content has 

been extracted from the Telegram channels, 

public Instagram, and Twitter pages, as well as 

domestic news. These social networks have been 

selected since they are popular networks for 

Iranians to share their opinions and thoughts. 

The users' trust in the posts is an essential aspect 

of decision-making and accepting or not accepting 

the information posted on the social media [5]. 

Thus we aim to analyze trust in the posts shared 

by the Twitter, Instagram, and Telegram users and 

news related to the COVID-19 epidemic in Iran. 

The motivation of this work is to analyze these 

posts and investigate the impact on social media 

users' trust. The results can help the government 

to understand the current public attitude towards 

policy and the overall direction of public opinion. 

It also can provide insights for the in-charge 

organizations for an efficient control of the 

situation. In this work, we apply the clustering 

algorithms to analyze the data extracted from the 

social media. A two-step clustering method was 

used, which was formed from two main steps. The 

first step was a self-organizing map (SOM), and 

the second step was K-means clustering. These 

are common clustering approaches but the results 

are important. We analyze our clustering 

algorithm's performance on the dataset with 6339 

posts and news published by the Iranians in the 

social media with a focus on COVID-19. This 

content has been published online from 21 

January 2020 to 29 April 2020. 

In order to achieve the aim of this work, it is 

necessary to address the subsequent questions. 

-What messages and references have caused 

concern within the community, and how they may 

be modified? 

-What were the foremost trusted publishers and 

messages shared during the Corona crisis? 

This paper is arranged as what follows. The 

second section summarizes the related works on 

the analysis of social media, focusing specifically 

on COVID-19. The third section describes the 

materials and methods. The results of the analysis 

are given in the fourth section. Finally, the last 

section is a discussion, and highlights the 

implications of these results, and draws a 

conclusion.  

 

2. Related Works 

Social media are the lens through which people 

collect and share information in different 

situations [4, 6-9]. With the rapid growth of the 

social media content, studies such as sentiment 

analysis or online opinion mining of text have 

attracted attention from different areas [10]. 

Approaches to conducting sentiment analysis 

include the supervised machine learning approach, 

symbolic techniques, and unsupervised learning 

techniques. Among these methods, the supervised 

learning approaches give the highest accuracy but 

the cost is also high in terms of the human 

participation and time. On the other hand, the 

symbolic techniques run very fast but the 

accuracy rates are usually poor. The clustering 

sentiment analysis technique performs a balance 

on the aspects of both cost and accuracy, and its 

performance is higher compared to the average 

performance of supervised learning and symbolic 

approaches. In addition, when there is not a large 

dataset, the unsupervised techniques have a better 

performance [11]. 

Different machine learning approaches have been 

applied to assess the content analysis of the social 

media [12-16]. Some studies have found that the 

naïve Bayes classifier is a proven, effective, and 

simple method for text classification [16]. Boiy et 

al. [14] have shown that the machine learning 

approaches (e.g. support vector machine, Naïve 

Bayes classifier, and maximum Entropy) have a 

high accuracy (above 80%) in classifying 

sentiment while the symbolic techniques (i.e. 

based on the direction of words and force) have an 

accuracy less than 80%. Also logistics regression 

is one of the common and earlier methods for 

classification. Multi-nomial logistic regression 

could predict the sentiment of the Twitter users 

with an accuracy of 74% [15]. K-Nearest 

Neighbor (KNN) is a common non-parametric 

text classifier that classifies the documents or 

texts based on the similarity measurement [16]. 

Nemes and Kiss [17] have analyzed the 

sentiments of the Twitter users with Natural 

Language Processing, and classified them using 

the Recurrent Neural Network. 

Also different studies have used unsupervised 

methods. For example, Li and Liu [18] have used 

the clustering method for sentiment analysis, and 

investigated this application. Wu et al. [19] have 
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used the sentiment analysis method based on K-

means and online transfer learning to analyze the 

posts related to the online products. Kaveh-Yazdy 

et al. [20] have used an unsupervised method to 

analyze the news in the Persian language 

extracted from Telegram.  The social media 

content can be used for different purposes. For 

example, social media in the United States is 

popular, and the reports show that 68% of the 

adults in America receive the news on the social 

media [21]. This is especially true for the health 

and science information. Social media also have 

been used to examine the public awareness, 

attitudes, and reactions to specific diseases [3, 22]. 

For example, the Twitter data has been widely 

used for crises analysis and tracking including 

pandemic analysis [23-26]. Many studies have 

been done on the social media analysis. Studies 

like [27] and [28] have shown that the community 

participation has been recognized as a method to 

involve people in the decision-making process and 

empower them towards an active participation to 

promote their health. Social networks have been 

very important in the Corona crisis also, and many 

studies have been conducted on the social 

networks data in different countries, with different 

goals and using different methods. For example, 

Li et al. [29] have shown that situational 

information is valuable to the people and 

authorities in responding to the epidemic. They 

applied natural language processing techniques to 

classify the COVID-19-related information into 

seven types of situational information. Lopez et 

al. [30] have analyzed the Twitter's multi-lingual 

dataset to understand how people in different 

countries react to the COVID-19 policies. Tao et 

al. [31] have analyzed the tweets in the Chinese 

language on Weibo related to oral health during 

the Covid-19 pandemic. Massaad and Cherfan 

[32] have investigated the Twitter public data 

related to telehealth during the Covid-19 

pandemic using the clustering methods. Kaveh-

Yazdy et al. [20] have investigated the content 

extracted from Telegram in the Persian language. 

On the other hand, public trust is essential in the 

social attitude and behavior, especially in crises 

such as the COVID-19 pandemic [33-35]. Forsyth 

et al. [36] have defined trust as “a belief or 

attitude about a partner’s grace and reliability in 

high-risk situations”. Also Balog-Way and 

McComas [37] have denoted that the transparency 

of communication is critical in building the public 

trust. David Pastor-Escuredo and Carlota 

Tarazona [38] have suggested a framework to 

identify the leaders in Twitter based on the 

analysis of the social graph obtained from the 

activity in Twitter. The leaders could help to 

propagate trustful information with a positive 

influence. In times of crisis, in addition to trust, 

the quality of the information in social media is 

also essential. Dissemination of misinformation 

can weaken the public health strategies [39], and 

has potentially dangerous consequences [40, 41]. 

Some studies have worked on disseminating of 

misinformation on the social media and its effect 

on people [42-45]. In order to fight 

misinformation, content-based filtering is the most 

common method [46, 47]. The availability of 

Deep Learning tools makes this easier and more 

scalable [48, 49].   

 

3. Materials and Methods 

This work relies on the COVID-19 related posts 

on the social media in Iran. The clustering 

methods are unsupervised methods based on the 

similarities between the data that can have a good 

performance in the present work. The clustering 

process displays an overview of the groups in a 

set of documents. According to the mentioned 

research goal, in this research work, a two-stage 

clustering method (a combination of two 

clustering algorithms, K-means, and SOM) is 

used. The proposed research method diagram is 

shown in Figure 1, and is described in the 

following sub-sections. 

 
Figure 1. A flow chart of the work on social media 

posts about COVID-19 outbreak. 
 

3.1. Collecting and labeling data 

The posts and news focusing on COVID-19 from 

21 January 2020 to 29 April 2020 were identified. 

All data including the full-text content, number of 

comments and likes, and owner information of 

https://scholar.google.com/citations?user=2ZSGKCYAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=JSSZdcAAAAAJ&hl=en&oi=sra
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each post was extracted. These contents were in 

the Persian language and extracted from 

Telegram, Instagram, Twitter, and the domestic 

news published online. We call each post or news 

item a document.  

For further analysis, 6339 posts were randomly 

selected, called total data. The total data includes 

788 news items, 2073 posts on Instagram, 1630 

Tweets, and 1848 posts on Telegram. In choosing 

the posts, care was taken that duplicate posts were 

selected only once, and also the promotional 

document or blank documents only containing 

hashtags (#) were not selected. Then the 6339 

sampled data was labeled manually to 65 different 

labels
1
. These labels were grouped into five 

categories: topic, emotion, polarity, sub-topic 

(with or without polarity), and document value. 

The labels in the emotion category were based on 

plutchik’s model [50] and included joy, sadness, 

trust, anticipation, fear, anger, surprise, disgust, 

stress, and other emotions. There were three types 

of poles to show the document's polarity: positive, 

negative, and neutral. The topic categories were 

scientific, religious, health, political, cultural and 

social, humor, fantasy, economics, and others. 

The sub-topic category was partitioned into 34 

different sub-categories such as the poor/strong 

performance of Europe, the poor/good 

performance of America, the poor/good 

performance of institutions and people in Iran, and 

the positive/negative news and information. The 

document value category involved the empty post, 

the non-relevant post, the promotional post, and 

the incomplete post. It should be noted, in this 

work that we focused on three main label 

categories: topic, emotion, and polarity.   

Each document may have several different labels 

simultaneously; for example, a document might 

be labeled as the health category and humor 

category. Each label is considered as a feature in 

the dataset with a binary value. That is, if a 

document has a specific label, the value of that 

label will be 1 for the document; otherwise, it is 

zero. Table 1 shows the set of features of the 

dataset, their type, and feature numbers in the 

experiments. The features include the document’s 

ID, content, topic, emotion, and polarity.  

The content of documents shows that about 40% 

of the documents are about the performance of 

                                                      

1 The data set was collected in the Social Networks Laboratory 

of the Faculty of Electrical and Computer Engineering, the 
University of Tehran, with the support of the Cognitive Sciences and 

Technologies Council. Labeling of the dataset have been done in the 

Persian language processing laboratory of Shahid Beheshti 
University. The dataset is available at https://covidchallenge.cogc.ir/. 

institutions and people in the Corona crisis, which 

has led to different emotions in the society. We 

also observed that about 72% of the documents 

were in the field of health, culture, and society, 

6% in religion, 3% in science, and the rest in 

politics or humor. The documents with non-

positive polarity (negative or neutral) are about 

50% of all documents. 

Table 1. Dataset categories and specifications. 
Category Features type feature # 

ID Post Id,  

Document_Id 

Number 1 

2 

Content of 

document 

Content, 

User 

String 3 

4 

Topic Scientific, 

religious, 

health, 

 Political, 

cultural and social, 

 humour and fantasy,  

economics,  

other topics  

Number 

{0 ,1} 

5 

6 

7 

8 

9 

10 

11 

12 

Emotion Joy, 

 Sadness, 

fear,  

disgust, 

anger, 

surprise, 

 trust,  

anticipation, 

other emotions, 

 stress  

Number 

{0,1} 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

Polarity Positive, 

negative, 

neutral 

Number 

{0,1} 

23 

24 

25 

 

3.2. Clustering 

The self-organizing map (SOM) is one of the most 

widely used clustering algorithms for data 

analysis [43]. It is trained using an unsupervised 

learning algorithm. SOM’s specific property can 

map a high-dimensional input space to a lower-

dimensional space and preserve the dataset’s 

original topology while doing so.  

SOM is an artificial neural network (ANN) 

consisting of an input layer and a competitive 

layer. The input layer receives a high-dimensional 

data and aggregates information to the 

competitive layer by weight vectors. The 

competitive layer is applied to produce the output 

results. The competitive layer neurons' 

arrangement takes three forms including 1D 

linear, 2D array, and 3D grid array. The 2D array 

is the most typical structure, and is similar to the 

image of the cerebral cortex [51]. 

The running process of the SOM network consists 

of the training stage and the mapping stage. 

During the training phase, the vectors from the 

dataset are presented to the map in a random 
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order. In the output layer for a particular input 

pattern, one winning node generates the most 

significant response. At the beginning of the 

training phase, which node will generate the 

maximum response in the output layer is 

unknown. When the category of the input pattern 

is modified, the 2D plane's winning node will also 

vary. The algorithm adjusts the weights of nodes 

in the output layer with a high number of training 

samples. Each output layer node is sensitive to a 

particular pattern class [52]. The trained SOM 

produces a mapping of the input space onto a 2D 

plane so that similar data points are placed close 

to each other [45]. 

 

3.3. K-means clustering 

K-means is a well-known clustering algorithm. Its 

goal is to find groups of data with similar features, 

and assign them into several clusters.  

K-means defines the clusters by (K) centers. A 

point belongs to a particular cluster if it is closer 

to the centroid of that cluster (in 

the Euclidean sense) other than any other centroid. 

In other words, K-means determines K centroids, 

and then assigns the data points to the nearest 

cluster. The term 'means' in K-means refers to 

computing the average of the data points, finding 

the centroid.  

The cluster's centroids are calculated and updated 

at each iteration during training; for each cluster, 

the algorithm computes the weighted average of 

all data points, becoming the new centroid. We 

must set K (number of clusters) manually. 

Training the K-means algorithm is as follows: 

1) The algorithm takes a set of data points 

and the number of clusters (K) as the 

input.  

2) It selects K centroids randomly, and 

calculates the distances between the data 

points and centroids. The distance may be 

measured by Manhattan, Euclidean or 

other distance measures. The choice of 

distance depends on the dataset and 

objective. 

3) K-means is assigned data points to the 

cluster with the nearest distance from its 

centroid. 

4) The algorithm updates the cluster 

centroids by computing the new mean 

values. 

The algorithm continues looping until 

convergence. Typically, the training phase is done 

when the centroid of clusters stops moving or one 

could determine how many iterations should be 

done. 

The implementation of K-means is fast and 

straightforward but it has some significant defects 

[53]. For example, the result of clustering mainly 

depends on the initial centroids; also it is required 

to determine the value of K. Algorithm operates 

poorly on the high-dimensional data.  

 

3.4. Two-stage clustering 

As mentioned earlier, K-means is simple and 

calculates quickly. The clustering results are still 

affected by the initial centroids, leading to the 

results potentially falling into the local minimum 

[47]. A clustering algorithm based on SOM and 

K-means uses the advantage of the automatic 

clustering of SOM. In order to specify the cluster 

centroids, the input data point will first be 

clustered by SOM; the SOM results will provide 

the initial center vector for K-means. Combining 

these algorithms can compensate for their 

shortcomings and improve the clustering output 

[44]. Thus training of this two-stage algorithm is 

as follows:  

1) First, we cluster all the 6339 documents 

by SOM. This step's output will be a set 

of weight vectors. This step can help to 

decrease the training time by stopping 

SOM clustering before a complete 

convergence; for instance, 300 cycles are 

enough for SOM. 

2) Secondly, we use the weight vectors of 

the SOM clustering outputs as the initial 

cluster centers. K-means is initialized, and 

then the data points are clustered with K-

means. 

Our two-stage algorithm has the self-organization 

characteristics of SOM and the high-efficiency 

features of K-means. Therefore, the SOM 

network's long convergence time and the 

possibility of mistakenly choosing cluster 

centroids of K-means are made up [44]. In this 

work, the labels of the post contents were applied 

as the inputs to SOM. The cluster centers in the 

output of SOM were used as the initial center 

points of K-means. 

 

3.5. Determining optimal number of clusters  

Defining the optimal number of clusters is a core 

problem in implementing various clustering 

methods; this parameter must be pre-specified 

before performing the clustering. This parameter 

is either identified by the users based on a prior 

knowledge or determined in a particular way [54]. 

At first, this work analyzed the results of the SOM 

clustering with 65 labels. The results obtained 

showed that one of the labels did not affect the 

training process. Thus we removed that label and 

continued our analysis with 64 labels by the two-

https://en.wikipedia.org/wiki/Euclidean_distance
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stage clustering method. 

There are different clustering evaluation measures 

to assess the optimal number of clusters [49]. In 

this work, we used the Calinski-Harabasz (CH) 

measure. The optimal cluster number was 

calculated by maximizing the CH measure.  

 

4. Experimental Results and Discussion  

The implementations were built in Python version 

3.7 and MATLAB R2015a. In order to run the 

algorithms such as clustering, the MATLAB 

software was used. The experiments and 

simulations were performed on a PC with a 2.50 

GHz Intel Core i7 CPU and 8.0G RAM. The 

analysis of the experimental results is described in 

detail as below. Trust in the message content is an 

essential aspect of accepting or not accepting 

information in the social media. Low levels of 

trust often lead to a lack of citizen participation in 

the public activities. Thus we analyzed trust in the 

messages shared on the social media during the 

Corona pandemic in Iran. Figure 2 shows the 

correlation coefficient between each feature pair 

in Table 1. It should be noted that we considered 

the features numbered 5 to 25 in Table 1. 

According to Figure 2, there is a high correlation 

between the emotion of anger and disgust. The 

correlation between sadness and fear and stress is 

higher than the others, and fear is highly 

correlated with stress. There is a high correlation 

between disgust and anger, and the linear 

correlation between disgust and stress is small and 

around zero. We also observed a statistically 

significant linear relationship between the trust 

and economic labels and also between the trust 

and cultural and social labels. 

 
Figure 2. Correlation coefficient between each feature 

pair in Table 1 (features numbered 5 to 25). 

The posts including the emotions of fear, sadness, 

disgust, stress or anger have a negative polarity. 

Hopeful post-corona documents lead to the feeling 

of joy in the society. Fear about Covid-19 takes 

the emotion of sadness in the society. The posts 

related to the lack of healthcare facility evoke the 

emotion fear. 27% of the documents including 

news, information, and statistics are negatively 

polarized. 

 

4.1. Experimental results of clustering 
This section presents the results of two-stage 

clustering, and provides a discussion of the 

results. The Calinski-Harabasz clustering 

evaluation was applied in order to find the optimal 

number of clusters. This measure was calculated 

for the number of clusters in the range of 1-150 in 

the two-stage clustering method. The results 

obtained showed that the optimal number of 

clusters was two, and the second number was four 

(Figure 3). Thus the data was grouped into two 

clusters using two-stage clustering, and the 

clusters were analyzed. We also investigated the 

proposed method's results by grouping in 64 

clusters since there were 64 labels in the original 

dataset. 

Trust is an important aspect of decision-making 

and accepting or not accepting the information 

posted on the social media [5]; thus we examined 

the trust label in the clusters. Investigation of the 

documents having a trust label showed that the 

trustful information was published on Instagram 

(about 50% of trustful information has been 

published on Instagram, and the rest has been 

published on other social networks). 

When we partitioned the 6339 documents into two 

clusters, one cluster (cluster 1) included 4446 

posts (70%), and another cluster (cluster 2) 

contained 1320 posts (30%). The number of 

observed labels is provided in Table 2. In this 

table, there are five columns: label name, label 

category, total data, cluster 1 (large cluster), and 

cluster 2 (small cluster). It should be noted that 

important labels are presented in this table. 

 
Figure 3. Calinski-Harabasz (CH) index versus 

different K-values. 

In each row of the table, the number of labels seen 

in the total data, the large cluster, and the small 

cluster are shown. For example, according to the 

first row, the number of health labels in the total 

data is 2686. Given that there are 6339 documents 

in the total data, this label is about 42% of the 
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total data. In the large cluster, 1201 health labels 

have been observed, and in the small cluster, there 

are 1485 health labels. 

As shown in Table 2, in the total data column, 

many posts are related to the health, cultural, and 

social topics. The non-positive polar (negative and 

neutral) posts are about 50% of the total data. We 

found out that 27% of the posts was related to the 

news, information, and statistic. 

Table 2. Summary of grouping data into two clusters. 
No. Label 

name 
Label 

category 
Total 

data 
Cluster 1 

(large 

cluster) 

Cluster 2 

(small 

cluster) 

1 Health Topic 2686 1201 1485 
2 Cultural 

and social 

Topic 1906 1334 572 

3 Economic Topic 482 399 83 
4 Negative Polarity 1511 1426 85 

5 Neutral Polarity 1609 615 994 

6 Trust Emotion 249 233 16 
7 Fear Emotion 331 293 38 

8 Sadness Emotion 436 393 43 

9 Anger Emotion 636 621 15 
10 Disgust Emotion 498 488 10 

 

There are many non-positive polar (negative and 

neutral) posts in the large cluster compared to the 

small cluster. A majority of the documents with 

the trust label are in the large cluster. 50% of the 

documents in the large cluster show the poor 

performance of institutions, leading to negative 

feelings such as fear, anger, sadness, and disgust. 

In the small cluster, about 70% of the documents 

are in the field of health. We found out that 38% 

of the documents included the content showing 

the good performance of institutions. In this 

cluster, and 50% of the documents was neutrally 

polarized and did not cause negative emotions 

(fear, anger, and disgust). 

According to the result in cluster 1, the posts with 

non-positive polarity show the poor performance 

of institutions in the health or social topics. These 

posts decreased the society's trust. On the other 

hand, in cluster 2, the posts related to the 

institutions' good performance in health did not 

affect the people's trust, and their polarity has 

often been neutral. We also investigated the 

performance of our clustering method for 64 

clusters. When the data was partitioned into 64 

clusters, we examined two clusters with the 

highest and lowest trust labels. The cluster with 

the lowest number of trust labels had 69 

documents, while the cluster with the highest 

number of trust labels had 92 documents. The 

number of different labels in these two clusters is 

shown in Table 3. In this table, there are four 

columns: label name, label category, cluster 1 

(with the lowest trust label), and cluster 2 (with 

the highest trust label).  

The rows of the table show the number of labels 

seen in cluster 1 and cluster 2. For example, 

according to the first row, the health label is in the 

topic category and has been seen in 31 documents 

in cluster 1, while 78 documents have the health 

label in cluster 2. There were 45 neutral posts in 

cluster 1. The majority of posts (about 70%) 

shared the news, information, and statistics.  

Table 3. Summary of clustering dataset into 64 

clusters. 
No. Label 

name 

Label 

category 

Cluster 1 

(with 

lowest 

trust 

label) 

Cluster 2 

(with 

highest 

trust 

label) 

1 Health Topic 31 78 

2 Cultural 
and social 

Topic 5 13 

3 Economic Topic 0 50 

3 Negative Polarity 1 88 
4 Neutral Polarity 45 1 

5 Trust Emotion 0 74 

6 Fear Emotion 0 3 
7 Sadness Emotion 0 3 

8 Anger Emotion 0 15 
9 Disgust Emotion 0 10 

 

The analysis showed that the trusted posts were 

published through Instagram and news channels in 

cluster 1. In cluster 2, there were 74 posts with the 

trust labels and 88 posts with the negative polarity 

labels. In the cluster, the documents in health 

show the poor performance of Iran's institutions, 

and have decreased the society trust. Also the 

number of documents with negative polarity is 

high. These documents have led to negative 

emotions such as anger and sadness. 

We found that hopeful posts were more trusted 

than the other messages. On the other hand, 

religion has always been an essential factor in 

building trust in the societies [55]. The results 

obtained showed that religion could build trust by 

emphasizing on the national identity components. 

It was expected that the posts shared in health 

increase people’s trust but unfortunately, even the 

trust in health posts was less than it in the socio-

cultural topics. The findings from this research 

work indicated that Twitter influenced on 

destroying public trust. Also the social activists 

were more effective than the politicians, religious, 

and scientific characters in destroying or building 

trust. The social activists posed most of the 

messages shared in Covid-19; they have 

effectively built public trust. The results obtained 

showed that if there were messages about 

improving health, the audience would have 

distrusted them. 

According to the experimental results, we suggest 

that the non-political messages should be used to 

deliver health messages to the people. We also 
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found that if there were any evidence of health 

improvement, the audience would have distrusted 

them. People did not accept the documents 

describing the state of health or readiness to face 

this pandemic in the country. Also the documents 

against politicians and their impact on the spread 

of coronavirus were trusted. 

The results show that the posts related to the poor 

performance of institutions and governments lead 

to disgust, and a lack of government transparency 

leads to anger.  The news and statistic related to 

the poor performance of the government lead to 

the reduction of public trust.  

The social activists have been very influential in 

gaining and destroying the post audiences’ trust 

(about 62% of trustful information is in the culture 

and society, which is about the social activists and 

the Corona crisis). The documents sharing a 

message of hope have been more trusted than the 

other documents. Religion has always been one of 

the essential factors in gaining the social trust. 

The analysis of results showed that religion could 

build trust by using the components of national 

identity. Also the analysis showed that people had 

trust in the documents opposing the politicians, 

although the corona pandemic is a disease and, as 

expected, the documents published by the health 

organizations should be trusted. Unfortunately, 

trust in the health topics has been less than in the 

socio-cultural field. It can be concluded that to 

improve the trust that has been destroyed by 

different media, at first, the sources of distrust 

should be identified, and then an appropriate 

confrontation should be selected. 

 

4.2.  Comparison with other clustering methods 

In this section, the results of the proposed method 

(a combination of K-means and SOM) are 

compared with the other clustering methods like 

K-means, fuzzy C-means [56], and SOM, 

separately. Fuzzy C-means is a clustering method 

where each data point is assigned different 

probability scores to belong to several clusters. A 

probability score shows a degree of membership 

to a cluster. At the end, it is assumed that each 

data belongs to the cluster with the highest degree 

of membership [56].  

The clustering results for the input parameter 2 (2 

clusters) are presented in Tables 4-6. Each column 

displays information about a cluster including the 

number of labels seen in that cluster. Table 4 

shows the results of clustering using K-means on 

6399 documents. According to the K-means 

algorithm, there are 3857 documents in the first 

cluster and 2482 documents in the second cluster. 

The results obtained show that the labels are 

scattered in both clusters. According to Figure 2, 

the clusters are expected to contain the label of 

fear and sadness together. It is also expected that a 

significant number of economic and trust labels to 

be observed in the same cluster, which is not seen 

in Table 4. 

Table 5 shows the results of the SOM clustering 

algorithm. The results show that the labels are 

scattered in the clusters, and significant linear 

relationships between the trust and other labels 

(such as economic or cultural and social labels) 

are not observed in Table 5.  

Table 4. Summary of grouping data into two clusters 

using K-means algorithm. 
No. Label 

name 

Label 

category 

Cluster 1 Cluster 2 

1 Health Topic 2187 499 
2 Cultural 

and social 

Topic 1312 594 

3 Economic Topic 202 280 
4 Negative Polarity 58 1453 

5 Neutral Polarity 1094 515 

6 Trust Emotion 133 116 
7 Fear Emotion 97 234 

8 Sadness Emotion 337 99 

9 Anger Emotion 420 216 
10 Disgust Emotion 474 24 

Table 5. Summary of grouping data into two clusters    

using SOM. 
No. Label 

name 
Label 

category 
Cluster 1  Cluster 2 

1 Health  Topic  1593 1093 

2 Cultural 

and social 

Topic  676 1230 

3 Economic Topic 235 247 

4 Negative Polarity 484 1027 

5 Neutral Polarity 1045 564 
6 Trust Emotion 120 129 

7 Fear Emotion 88 243 

8 Sadness Emotion 103 333 
9 Anger Emotion 552 84 

10 Disgust Emotion 289 209 

Table 6. Summary of grouping data into two clusters 

using fuzzy C-means. 
No. Label 

name 

Label 

category 

Cluster 1  Cluster 2  

1 Health  Topic  1230 1456 

2 Cultural 

and social 

Topic  595 1311 

3 Economic Topic 221 261 
4 Negative Polarity 18 1493 

5 Neutral Polarity 1037 572 

6 Trust Emotion 180 69 
7 Fear Emotion 264  67 

8 Sadness Emotion 57 379 

9 Anger Emotion 623 13 
10 Disgust Emotion 14 484 

 

Table 6 shows the results of the fuzzy C-means 

algorithm. The labels are scattered in the clusters. 

However, in our proposed method, the correlation 

between the labels (seen in Figure 2) can be 

observed in clustering, and the characteristics of 

the documents in each cluster can be analysed, 

which shows the efficiency of the proposed 
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method compared to each one of the methods 

including K-means, SOM, and fuzzy C-means 

separately. 

 

5. Conclusion 

Social media is a fundamental source of 

information on the day-to-day events, and reflects 

the social interactions and responses [57]. It also 

has played a significant role in affecting the public 

emotions and attitudes during the COVID-19 

crisis. Therefore, analysis of the posts shared on 

the social media could be used as a tool to assess 

our community's and governments' requirements 

to prepare during the pandemics. Analyzing the 

social media can help the policy-makers and 

healthcare organizations assess the societies' 

requirements, and address them appropriately and 

relevantly. Therefore, we investigated the Persian-

language posts shared on the social media 

(Twitter, Instagram, Telegram, and online news) 

about the COVID-19 crisis in Iran. The data was 

analyzed using a two-stage clustering method 

based on the SOM and K-means algorithms. Since 

the public trust is an essential aspect of deciding 

whether or not to accept the information shared on 

the social media, the trust label in clusters was 

examined.  

We concluded that first, the sources of creating 

distrust should be identified in order to improve 

the destroyed trust, and then a suitable 

confrontation should be selected. According to the 

results obtained, we suggested that the non-

political messages should be used to share the 

messages related to the people's health status in 

the community. Our results can help the health 

care providers to be prepared for the future 

epidemics or health situations. It is also essential 

to engage the Ministry of Health and Medical 

Education. They may use our results to decide on 

the best performance in the present situation and 

similar situations. In addition, this paper could be 

of interest to the researchers in emotion analysis, 

neuroscience, social media, and data analysis. 

Similar works could also be done in the industry 

and business. In the future work, we will apply 

other machine learning methods (such as deep 

learning) for the social media analysis. 
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  بندیبا استفاده از خوشه رانیکرونا در ا روسیو وعیدر زمان ش یاجتماع یهارسانه ها درپست  لیتحل

 

  3محبوبه بابایی و ،*2سمیرا عباسی، 1فاطمه امیری

 . ایران، همدان، همداندانشگاه صنعتی ، مهندسی کامپیوترگروه  1

 .ایران، همدان، دانشگاه صنعتی همدان، مهندسی پزشکیگروه  2

 .ایران، جامعه توسعه روستایی، دانشگاه تهران، تهران 3

 01/40/0400 پذیرش؛ 40/41/0401 بازنگری؛ 11/14/0401 ارسال

 چکیده:

در انتشاار اطلاعاات در ماورد  یکه نقش مهم میروبرو هست یاجتماع یهااز افکار، احساسات و رفتارها در رسانه یاگسترده فی، با طکرونادر طول بحران 

اساتااده کارد.  یریاگهمردم در زمان هم یهاالعملکنترل احساسات و عکس یبرا دیام یهاامیتوان از اطلاعات موثق به همراه پی. مکنندبازی می کرونا

مقالاه  نیادهد. ایمشابه ارائه م طیدر شرا یآورارتقاء تاب یبرا یپردازد و راهکاریدر مواجهه با بحران کرونا م رانیجامعه ا یآورتاب یبه بررسکار حاضر 

و  شاوندمایدر جامعاه  یها و مراجع باعث نگرانامیپکند تا مشخص شود کدام یم یرا بررس رانیدر ا 11کوید  ریگهمه یماریها و اخبار مربوط به بپست

 یاجتمااع یهاشبکه لیتحل یهااز روشها داده لیتحل ی؟ براهستندناشران  نیجع مورد اعتمادتراکدام مر نی؟ و همچناصلاح کردتوان آنها را یچگونه م

 لیا. باه دلشاودمیاستااده  میانگین-Kنقشه خود سازمانده و  مبتنی بر یادو مرحله یبنداز روش خوشه، کار نی. در اشودمیاستااده  یبندمانند خوشه

کاه اعتمااد باه  دهدمینشان بدست آمده  جی. نتاشودمی یموجود در مجموعه داده بررس یهاها، اعتماد به پستامیپ رشیدر پذ یاعتماد اجتماع تیاهم

باه اشاترا   یخبار یهااتیو ساا نساتاگرامیمورد اعتماد در ا یهااست. پست یو فرهنگ یاجتماع اتمربوط به حوزه سلامت کمتر از موضوع یهاپست

و  ی، نااراحتمانند ترس، انزجار یو منجر به احساسات منا هگذاشت ریبر اعتماد مردم تأث یمنا تیبا قطب یو فرهنگ یبهداشت یها. پستشوندمیگذاشته 

 سلامت استااده شود. نهیبه اشترا  گذاشتن موضوعات در زم یبرا یاسیسریغ یهاانکه از گاتم شودیم شنهادیپ از اینرو،. شوندمی تیعصبان

 ، ایران، رسانه های اجتماعی، اعتماد اجتماعی.11، کوید یبندخوشه :کلمات کلیدی

 


