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 Sparse representation due to the advantages such as noise-resistance 

and having a strong mathematical theory has been noticed as a 

powerful tool in the recent decades. In this work, using the sparse 

representation, kernel trick, and the different technique of region of 

interest (ROI) extraction presented in our previous work, a new and 

robust method against rotation is introduced for the dorsal hand vein 

recognition. In this method, in order to select ROI, by changing the 

length and angle of the sides, the undesirable effects of hand rotation 

during taking images are largely neutralized. Thus depending on the 

amount of hand rotation, ROI in each image will be different in size 

and shape. On the other hand, due to the same direction distribution 

on the dorsal hand vein patterns, we use the kernel trick on sparse 

representation for classification. As a result, most samples with 

different classes but the same direction distribution will be classified 

properly. Using these two techniques leads to introduce an effective 

method against hand rotation for dorsal hand vein recognition. An 

increase of 2.26% in the recognition rate is observed for the proposed 

method when compared to the three conventional SRC-based 

algorithms and three classification methods based on sparse coding 

that use dictionary learning. 
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1. Introduction 

Among all the biometrics used for identification, 

the pattern of the subcutaneous veins due to its 

great advantages such as the diagnosis of being 

alive (due to the flow of blood in the veins), easy 

and contactless acquisition of the image, and also 

high security (due to being inside the body) is of 

interest to many researchers [1-3].  

In order to design the identification systems (ID), 

one of the most important concerns is to select a 

similar and uniform area in all images called the 

region of interest (ROI), which will have a huge 

impact on the final result. Due to the number of 

dorsal hand veins being less than the palm and 

finger veins, in the ID systems, through the dorsal 

hand vein pattern, this area should be selected 

with most of the veins, and does not change the 

coordinates during all the rotation modes [4, 5]. 

The easiest way to prevent the unwanted effects of 

the hand spin and relocation is to use a docking 

device when taking an image [6]. Some articles 

have also used points between fingers in order to 

select a square or rectangular ROI to eliminate the 

docking [7, 8]. However, in all of these works, 

some restrictions on the hand position must be 

applied while taking an image [9]. 

In this work, in order to eliminate all the 

restrictions, a robust method against hand spin 

proposed in our previous work [10] was used. In 

this technique, unlike other methods, the shape of 

ROI is not constant, and the length and angle of 

the sides will be changed depending on the angle 

of the hand spin. Another problem with the ID 

systems is the use of a reliable algorithm in order 

to classify and compare the images. In the last few 

years, we have witnessed the rapid growth of the 
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sparse representation theory and algorithms and 

the success in applications such as image 

compression and restoration [11-14], compressed 

sensing [15, 16], image classification [17-25], and 

denoising [26, 27]. 

According to the sparse representation, the 

classification consists of two steps: coding and 

classification. First, the query signal/image is 

coded according to a dictionary with a sparsity 

constraint. After that, the classification operation 

is performed based on this coding, which is 

somewhat sparse [17]. In some of the sparse 

representation works, the dictionary can be pre-

designed. For example, in [28], Haar Wavelet and 

Gabor Wavelet have used as a dictionary. 

However, these dictionaries are not usually useful 

for specific types of images such as facial images 

and dorsal hand veins. 

Another type of dictionary is created by learning 

algorithms. A large number of dictionary learning 

(DL) methods have been proposed for image 

processing [11-16, 29, 30] and classification [17-

20]. For example, one of the most famous 

dictionary learning methods is the K-SVD 

algorithm [12], in which an over-complete 

dictionary of patches related to the training dataset 

is learned. Since K-SVD is just able to reconstruct 

the training sample, this algorithm is not suitable 

for classification. Thus Zhang et al. [31], by 

adding a discriminative reconstruction constraint 

to the dictionary learning model (D-KSVD), made 

a separable dictionary, which was used for face 

recognition (FR). One of the other dictionary 

learning methods for classification is making a 

dictionary for each class separately. In this 

method, the query sample is classified base on the 

reconstruction error associated with each class 

[32]. 

Some methods have used the training samples as 

the dictionary atoms directly. For instance, Wright 

et al. in [23] have proposed the SRC method for 

the coding and classification of a query face 

image. The advantage of these methods is that 

there is no need for dictionary learning but it 

cannot well-classify the data that has the same 

direction distribution. In other words, the methods 

like SRC cannot classify the sample vectors 

belonging to different class distributions in the 

same vector direction [24].  

Thus due to the same direction distribution on the 

dorsal hand vein patterns, we used the kernel trick 

on sparse representation for classification. 

Furthermore, as mentioned earlier, we used our 

previous ROI extraction method [10] named 

Floating ROI (FROI) for ROI extraction. 

Therefore, in this work, using the sparse 

representation, kernel trick, and FROI, a new and 

robust method against rotation is introduced for 

dorsal hand vein recognition. 

The rest of this paper is organized as what 

follows. In Section 2, we briefly review the SRC 

method and introduce the kernel trick. Section 3 

presents the proposed method with its algorithm. 

Our method is compared with other classifiers on 

the Bogazici University database in Section 4. 

Finally, conclusions are presented in Section 5. 

 

2. Sparse Representation 

2.1. Overview 

Sparse representation, as a powerful and efficient 

replacement tool for the classical transformations, 

has received much attention in the recent decades. 

The goal of this method is to represent a query 

signal as a linear combination of several specified 

basis signals, in which most of its coefficients are 

zero or very small. In other words, suppose a 

signal as       and the basis signals *  +   
 . 

Now we want to obtain the vector x    from the 

system of the linear equation as: 

where   *          +       , the 

transform matrix whose columns are the basis 

signals. If         m = n and   is orthogonal, the 

solution of the above equation can be easily 

obtained by the following equation: 

However, in many cases, the solution will not be 

sparse. In the sparse representation, the number of 

basis signals is more considered than its 

dimension    . Thus we are faced with an 

underdetermined system since the number of 

equations is less than the unknowns. If   is not in 

the span of the   columns, the system does not 

have any solution; otherwise, there are numerous 

solutions. In order to avoid undesirable states (no 

solution), the matrix   is assigned as a full rank 

matrix. Now the sparest solution must be selected, 

i.e. a solution with the fewest non-zero entries. 

Thus we have the following optimization 

problem: 

in which ‖ ‖  denotes the     pseudo norm of 

the vector x    , which counts the number of 

non-zero entries. This is for the ideal conditions. 

Considering the noise vector      with the 

energy ‖ ‖   , the following relation will 

(1)   ∑   
 
           

(2)              

(3) 
                  ‖ ‖ 
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result: 

 

It should be noted that in the sparse 

representation, the D matrix is called a dictionary 

and each column of it is called an atom. 

Since the problems (3) and (4) are non-convex 

and ‖ ‖  is not smooth, solving them requires a 

combinatoric search, and therefore, it turns to an 

NP-hard problem for the higher dimension. Thus 

in many research works,     norm has been used 

as a convex problem and a good approximation of 

the     norm. In the following section, we 

briefly discuss one of the most popular of these 

methods. 

 

2.2. Sparse Representation-based Classifier 

Assuming that there are sufficient training 

samples    for the     class: 

Therefore, each test sample of       belonging 

to class     must approximately be laid in the 

linear span of the training samples belonging to 

the     class: 

where      is the scalar. The dictionary D is 

formed by placing all the training samples 

together: 

where   represents the number of classes, and 

therefore,   ∑   
 
   . According to the above,   

can be written as a linear combination of all the 

training samples as follows: 

As mentioned in the previous section, due to the 

NP-hard problem (4),     norm can be used as 

an approximation of the     norm. Therefore, 

relation (4) can be re-written as follows: 

Thus if the test sample   belongs to the     class, 

by solving problem (9), the entries of   are 

expected to be zero, except some of those 

associated with the     class, namely: 

  ,                       
      - . 

It has been shown in [22] that the class of the test 

sample can be found by computing the 

reconstruction error for each class and finding a 

minimum of them. 

where   is the test sample,  ̂  is a new vector with 

the same dimension of the   whose only non-zero 

entries are the entries in   that is associated with 

the     class. It should be noted that vector   is 

obtained by solving problem (9). 

As observed, SRC is a non-parametric learning 

method that requires no training process and can 

determine the test sample class directly. In SRC, 

the training samples are considered as the sparse 

representation matrix columns, and then the 

sample size is reduced by applying a transfer 

matrix. Random projection can be a good choice 

for dimensional reduction because in SRC, a 

precise choice of the feature space is not 

important and the random features contain enough 

information to achieve the desired result [24]. 

However, this method is weak in dealing with the 

data for the various classes that have the same 

direction distribution. The main reason for this 

weakness is that after the normalization operation, 

the data with the same direction will overlap with 

each other. In order to solve this problem, we 

transfer the data to a higher space with the kernel. 

 

2.3. Kernel Trick 
Typically, the methods of feature extraction and 

classification can be divided into linear and non-

linear methods. When a database is not linearly 

separated due to complexity, the non-linear 

methods such as kernel-based methods are used. 

Using kernels, the linear algorithms can be 

generalized to the non-linear applications. 

For example, the kernel principal component 

analysis (KPCA) and generalized discriminate 

analysis (GDA) are generated by applying the 

kernel method to the principal component analysis 

(PCA) and linear discriminant analysis (LDA), 

respectively [33]. 

In the kernel-based methods, at first, the database 

is mapped to a high dimensional space to be 

linearly segregated in that space.  

The main idea of these methods is that the inner 

product of the mapped data by a non-linear 

function can be estimated with a kernel function 

called the kernel trick. 

where   shows the transpose of a vector or matrix, 

  and    are the feature vectors in the initial 

space, and   represents an implicit non-linear 

mapping associated with the kernel function 

 (   ). It should be noted that in the kernel 

(4) 
                  ‖ ‖ 

           ‖    ‖   
  

(5)    *                 
+          

(6)                              
     

  

(7) 
  *          +  

[            
               

]      , 

 

(8) 
                          
     

      
     , 

 

(9) 
                  ‖ ‖ 

           ‖    ‖    
  

 

(10)  ̂               ‖    ̂ ‖    

(11)  (    )   ( )   (  )   
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methods, it does not require to know what   is 

and just adapt the kernel function (11). Some of 

the most important kernels that apply to the 

Mercer condition are the linear kernel, polynomial 

kernel, radial base kernel, and circular kernel. 

 

 

 

3. Proposed Method 

3.1. ROI Selection and Vein Extraction of 

Infrared Images 

In this work, we used the dorsal hand vein images 

of the Bogazici University database that contained 

1200 infrared images belong to the left hand of 

100 people [33]. Since the infrared light 

penetration is not the same on the various skins, 

and the noise and shadings in the images are 

different, the contrast of images taken from 

different individuals is not the same. Therefore, it 

is necessary to increase the image contrast firstly. 

Thus using a median filter, the noise of the images 

are eliminated, and then in order to normalize the 

intensity distribution in the different images, the 

normalization operation is performed using 

Equations (16), (17), and (18) to get the same 

mean and variance for all images [10]. 

 

 

 

 

where, M and VAR are the mean and variance of 

the input image, respectively, and M0 = 150 and 

VAR0 = 255 are the mean and variance of the 

interest, respectively. 

After that, for the ROI extraction from the smooth 

infrared images related to a hand, we have done as 

follows.  

When we have a wrist spin of the human's hand, 

one side will be compressed and the other side 

will be extended. As shown in Figure 1(b), when 

we have a wrist spin to the left, a compression 

occurs on the left side. Therefore, the distance 

between points A and C will be shorter 

compared to the normal state. On the 

contrary, when we have a wrist spin to the 

right, the distance between points B and D 

will be shorter because a compression occurs 

on the right side (Figure 1(c). Therefore, to 

select a similar area in the smooth images, we are 

used FROI [10]. 

According to the FROI technique, the lateral side 

length in the compressed area of the hand with the 

angles of two sides, toward the upper side (  in 

Figure 2(c)), should be changed relative to the 

amount of the hand spin. Thus by changing the 

upper two angles of FROI, as well as changing the 

length of the lateral side in the compressed part, a 

similar area with the maximum vein pattern will 

be obtained [10]. 

 

 

 
Figure 1. Images of a hand in three situations of the wrist spin. (a) Normal situation with no wrist spin. The lengths of sides 

are defined as   ̅̅ ̅̅    and   ̅̅̅̅̅   . (b) Wrist spin to the left, so   ̅̅ ̅̅    and   ̅̅̅̅̅   . (c) Wrist spin to the right, therefore  

  ̅̅ ̅̅    and   ̅̅̅̅̅   . 

(12)                      (    )          

(13) 
                                                             

     (    )  (      )  

(14) 
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Figure 2. Process of FROI extraction. (a) Finding the angle   and the point   . (b) Finding the point    and forming the 

upper side of FROI. (c) Determining FROI via the relationships (19) and (20). 

 

For this, we first find point    (as the first corner 

of quadrilateral ROI) based on the points        

and   . This point (  ) designates on     
̅̅ ̅̅ ̅̅  with 

 

 
 

of the length of     
̅̅ ̅̅ ̅̅  from    (Figure 2(a)). Then 

a line (  ) is drawn from    with the length of 

1.25 of     
̅̅ ̅̅ ̅̅   at an angle β-10 degree with the line 

    
̅̅ ̅̅ ̅̅  (Figure 2(b)). After that, we used Equations 

(19) and (20) for the lateral side length of FROI in 

the compressed area and the angles of two sides 

toward the upper side of FROI, respectively 

(Figure 2(b)). 

In above relation,    is the lateral side length in 

the compressed area of the hand,    is the length 

of the upper side and the other side of FROI, and 

  is the angle that the line     
̅̅ ̅̅ ̅̅  makes with the 

horizon (Figure 2(a)). 

The relation (20) is also defined in order to find 

the angle of the two sides toward the upper side of 

FROI: 

where   is the left angle that the lateral sides 

make with the upper side of FROI, and   is the 

angle that the line     
̅̅ ̅̅ ̅̅  makes with the line     

̅̅ ̅̅ ̅̅   
(Figure 2(a, c)). As it can be seen, in this 

approach, unlike [7, 8], the final form of ROI is 

not always a square or rectangular. Figure 3 shows 

a better performance of this technique (FROI) 

than the technique [7] in which for all hand spins 

ROI is a fixed square. 

For a better comparison, on the veins pattern of 

the first-hand spin images (Figure 3 (Sa1, Fa1)), 

we signed 4 points, all of which were located 

inside ROIs, and in the corresponding image with 

a different spin (Figure 3 (Sa2, Fa2)), the location 

of such corresponding points is marked. By 

comparing the corners of ROIs in Figure 3 (Sa1) 

and Figure 3 (Sa2)(the second column of Figure 

3), it was observed that the hand spin caused the 

corners to be displaced (take a look at L, L', and 

L'' in Figure 3 (Sa1, Sa2)).

 

 
Figure 3. Comparing FROI) [10 and Stable ROI (SROI) [7]. The first column (a1, a2) shows the images of one hand in two 

situations of the hand spin. The second column illustrates them in which ROIs are extracted by the SROI technique, and the 

third column shows ROI extraction with FROI. 

(19)    .
    (     |    |

   
/       

(20)   {
                                                         
    (       |    |)                    
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Figure 4. Designed mask for extracting the vein pattern 

from ROI. 

 

Also, after the hand spin (Figure 3 (Sa2)), from 

the four specified points that we signed in ROI 

(Figure 3 (Sa1)), two points of them are located 

out of the region (see points 3 and 4 in Figure 3 

(Sa2)). Therefore, the vein patterns in both ROIs 

(for Figure 3 (Sa1, Sa2)) will not be similar. 

However, in the third column (Figure 3 (Fa1, 

Fa2)), in both situations of the hand spin, the 

positions of the corners of the quadrilaterals are 

approximately constant, so all the four points in 

both images (Figure 3 (Fa1, Fa2)) are inside ROI, 

i.e. the veins located in both situations of the hand 

spin are similar. The FROI technique with its 

details is given by [10].  

After selecting and extracting ROI, a mask 

designed in Figure 4 with Equation (21) is used in 

order to extract the vein pattern. 

This mask moves over each pixel belonging to the 

extracted ROI, and in any case, if    , the pixel 

of ROI located under the central cell of the mask 

(P13) is recognized as a vein; otherwise, the pixel 

is considered as the background. 

Since the width of the dorsal hand veins in the 

images is usually between 3 and 5 pixels, in order 

to find the best mask for extracting the skeleton of 

the veins from ROI, different modes of the two 

masks P and Q (in terms of size and proportion), 

to 50 Random ROIs are applied. Then the 

extraction rate of the vein pixels for each one of 

them is calculated manually.  

In other words, the values 1, 3, 5, and 7 for the P 

mask and the values 3, 5, 7, 9, 11, and 13 for the 

Q mask are considered, and by combining them, 

18 different masks are designed. Then each mask 

is applied to the 50 ROIs selected randomly from 

the database, and the extraction rate of the vein 

pixels for each ROI is calculated manually. 

 

 

Figure 5. Performance of different masks to extract the 

vein pattern from ROIs. On the horizontal axis, the 

numerator represents the size of P mask and the 

denominator indicates the size of Q mask. 

 

Figure 5 shows the average accuracy of 50 ROIs 

for each mask.  

As it can be seen in this figure, the highest value 

is obtained in the proportion of 5 to 9 (i.e. P-mask 

with the size of     and Q-mask with the size of 

   ) with an approximate average recovery rate 

of 88%.  Therefore, in this work, this mask 

(Figure 4) is used to extract the skeleton of the 

veins from ROIs. 
 

 
Figure 6. Veins extracted from ROIs of Figure 3. As it can 

be seen, the veins extracted by the proposed method 

(right column) are much more similar, due to the floating 

region based on the hand spin rate. However, the veins 

extracted by the method [7] (left column) are different 

due to the fixed ROI and not considering the hand spin. 
 

Figure 6 shows a sample of veins extracted from 

the images of Figure 3. As expected by hand spin, 

the samples of veins extracted from the third 

column of Figure 3 (Fa1, Fa2) are very close to 

each other, whereas the veins extracted from the 

second column (Sa1 and Sa2) are not very similar. 

Thus using fixed ROI for all of the hand spins is 

not suitable for identification in the next step. 

Therefore, it can be concluded that if there is no 

restriction on the hand spin at the time of image 

acquisition, to extract a similar vein pattern of a 

person, the shape of ROI must be changed relative 

to the spin. 

 

(21) {
   

 

  
∑   
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3.2. Comparison 
After extracting the vein pattern for all images and 

converting to the same size images (in this work, 

64*80 pixels), as mentioned in the previous 

section, we used the sparse representation with the 

kernel trick for vein pattern classification. To do 

this, all of the extracted vein images are converted 

to the vectors. Then the vectors are transmitted by 

a   mapping to a new higher-dimensional space. 

so that    . Therefore, the training images 

represented in SRC with    will be here, shown as 

 (  )            Now, like the SRC method, 

the test image can be represented as a linear 

combination of training images as follows: 

By multiplying   ( ) from the left and 

considering Equation (11), we can write: 
 

where: 
 

 

Now, if the equation constraint (9) is replaced in 

(24): 
 

K is the kernel Gram matrix, which is symmetric 

and positive semi-definite, and      (     ). 

Thus we can obtain K and  (   ) when given a 

kernel function  (   ). After various tests on 

different kernels, we found that the RBF kernel 

was more suitable. Therefore, the kernel function 

 (     ) could be expressed as: 

where          (
 

‖    ̅‖
 

 ) and  ̅  
 

 
∑   

 
   . 

Since Equation (27) is high dimensionality, we 

have to do a dimensional reduction. Thus a 

random matrix         (generally,      ) is 

multiplied on both sides of Equation (24) to 

convert Equation (27) into the following: 

where: 

For the similar equation (4) by considering the 

noise vector      
 with the energy ‖ ‖   , 

the following relation will result: 

Finally, by solving the dimensional-reduced 

Equation (29) or (31), similar to the SRC method 

and according to Equation (32), the class of each 

test sample can be determined. 

where  ′(   ) is the sample of the query test in 

the kernel space after the dimensional-reduction, 

whose class should be determined,  ̂  is a vector 

by the same size   , and only the entries of the 

    class are equal to the entries of  , and the rest 

of them are zero. It should be noted that the vector 

  is obtained from problem-solving (29). 

A summary of the proposed method for dorsal 

hand vein recognition is given in Algorithm 1. 
 

 

(22)  ( )  ,  ( )   ( )     ( )-       

(23) 
 ( )         (    )    

                                
  (     

)   ( )  

(24) 
  ( ) ( )     ( ) ( )   

 (   )      

(25) 
 (   )  [ (      )  (      )   

 (     
  )]

 
               

(26) 

  [ (      )  (      ) 

   (       
)]

       

(27) 
                 

 
‖ ‖ 

            (   )     
 

(28)  (     )      (  ‖     ‖ 

 
   

(29)   
                  ‖ ‖ 

             (   )      
  

(30) 
    (   )    (   )     

 

                          

(31)   
            ‖ ‖ 

           ‖  (   )     ‖    
   

(32)    ̂              ‖ 
 (   )     ̂ ‖     

Algorithm 1: Proposed algorithm 

 

1- Prepare the images according to the sub-

section 3-1 and relations (16)- (18). 
 

2- ROI selection and vein pattern extraction 

using the relations (19)-(21). 
 

3- Convert all the extracted vein pattern images 

to vector. 
 

4- Select two-third of the vectors as the training 

samples and one-third of them as the test 

samples, randomly. 
 

5- Select a Mercer kernel  (   ) and its 

parameters (in our work, we used the RBF 

kernel). Then compute the matrix   and 

vector  (   ) in (24), (25) and (26). 
 

6- Select a projection method and get the 

corresponding matrix . Then compute    

and   (   ) by (30). 
 

7- Normalize the columns of    and   (   ) to 

have unit    norm. 
 

8- Solve the    minimization problem (29) or 

(31) to get the coefficient vector  . 
 

9- Find the class of the test sample by (32). 
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Figure 7. Some image samples of Bogazici database.

4. Experimental Results  

As mentioned earlier, for testing the proposed 

method, we used 1200 infrared images belonging 

to the left hand of 100 people of the Bogazici 

database because they did not have any wrist spin 

restriction [34]. These images captured on the four 

situations (normal situation, after the squeezing an 

elastic ball, repetitively, after carrying a 3 kg bag 

and after holding an ice pack for one minute).  

Figure 7 shows some sample images of this 

database. In order to make the dictionary, two-

third of the total database images are randomly 

selected as training (800 images) and the rest of 

them are used as the test images (400 images). As 

noted in the previous sections, the proposed 

method consists of two parts: ROI extraction and 

classification by sparse coding and kernel trick. 

Therefore, in order to show the efficiency of the 

proposed method, the comparisons will also be 

included in two parts. 

 

In the ROI extraction part, FROI [10] is compared 

with the method of [7] as a famous technique in 

fixed ROI extraction techniques, which will be 

from now and is called stable ROI (SROI). Then 

in the classification part (finding the class of a 

query image), given that the proposed method is 

an optimized model of SRC, first, the results of 

the proposed method are compared with the 

results of similar methods such as conventional 

SRC [23], mutual SRC (MSRC) [3], and genetic 

algorithm SRC (GASRC) [35]. After that, since 

the proposed method is a classifier-based sparse 

representation, we compared our results by three 

classification method-based sparse coding that 

used dictionary learning such as discriminative 

Fisher embedding dictionary learning (DFEDL) 

[20] and Fisher discriminative KSVD (FD-

KSVD) [19], and Dictionary Pair Learning (DPL) 

[17].  
 

 
Figure 8. Two valid test images with algorithm 1. 

(a) A test image belongs to subject 1 with its vein pattern and      downsampled image as features. (b) Sparse coefficients. 

The training sample corresponding to the largest coefficients is illustrated. (c) The residuals of the test image. As it can be 

seen, using relation (31), the lowest residual value is achieved for the first class. Therefore, this sample is recognized in the 

first class. (d) Another testing image belongs to subject 1 with different wrist spins. (e) Sparse coefficients along with a similar 

training sample that corresponds to the largest coefficients. (f) The residuals of the testing image. As shown, this sample is 

also recognized in the first class. Thus by changing the shape of ROI, we could get rid of the destructive effects of the wrist 

spin. 
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On the other hand, both the ROI extraction and 

classification parts are complementary, i.e. the 

classification operation must be performed on the 

ROI extracted from the database images. Thus in 

order to make a fair comparison, at first, we 

extracted ROI of the database images by both the 

FROI and SROI methods.   

After that, we applied these methods (SRC, 

MSRC, GASRC, DFEDL, FD-KSVD, DPL, and 

the proposed method) once on FROIs and again 

on SROIs, and recorded the results. We evaluated 

the experimental results based on the recognition 

rate. A platform with an Intel Core i7-7500U CPU 

and 8.0 GB RAM was used to run the 

experimental analysis by the Matlab 2013a 

software. 

 

4.1. An Example of Comparison of SROI with 

FROI 

In this section, in order to show the performance 

of the proposed method in the ROI extraction part 

as well as the effects of hand rotation in the final 

recognition result, two test images (with different 

wrist spins) belonging to the first person (first-

class) of the database are used. (These images 

were previously used in Figure 3 and Figure 6). 

As mentioned earlier, after extracting ROIs (with 

both the FROI and SROI techniques) and 

extracting the vein patterns from them, all the 

images of the vein patterns will convert to 

      pixels (the nearest size to all ROIs 

extracted). Therefore, after vectorization, we get 

5120 features. Then by sub-sampling, they 

convert to size      pixels, and at the end, after 

vectorization, we have 80-D vectors. Therefore, 

according to the number of training images (800), 

by using their vectorized form, the matrix D 

(dictionary) will be formed with 800 columns and 

80 rows, every 8 columns belonging to one class. 

Hence, the system      is underdetermined, 

and according to the relation (1), m = 80, and n = 

800. Figure 8 shows the sparse coefficients 

recovered by algorithm 1 for the test images in the 

second column of Figure 6 (Fa1, Fa2) along with 

the residuals respect to the 100 classes. It has 

previously been mentioned that these are vein 

patterns extracted from the third column images 

of Figure 3 (Fa1, Fa2), where ROIs are extracted 

with the FROI technique). As illustrated in Figure 

8, the largest coefficients are associated with the 

training samples from subject 1 (Figure 8 (b, e)). 

Thus despite the different wrist spins for the two 

test samples (Figure 8 (a, d)), given the less 

residual (Figure 8 (c, f)), both of the test samples 

are correctly recognized in class 1.

 

 
 

Figure 9. Valid and invalid test images based on SROI extraction. (a) A test image belongs to subject 1 with its vein pattern 

and      down-sampled image as the features. (b) Sparse coefficients. The training sample of the largest coefficient is 

illustrated. (c) Residuals of the test image. As it can be seen, due to the constant as well as small ROI, the major vein patterns 

are lost. However, due to the little wrist spin, the class of the test image has been correctly recognized, although in 

comparison to Figure 8, the residual of the first class is increased. (d) Another testing image belongs to subject 1 with 

different wrist spins. (e) Sparse coefficients along with a wrong recognized training sample that corresponds to the largest 

coefficients. (f) Residuals of the test images. As shown, due to the large wrist spin, this sample is wrongfully recognized in the 

58th class. 
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On the other hand, in Figure 9, the sparse 

coefficients and the residuals for the same test 

images of Figure 6 are shown. However, the 

difference is that the ROI extraction technique is 

SROI [7]. As illustrated in Figure 9, for the first 

test image (Figure 9 (a)), due to the little wrist 

spin, the class has been correctly recognized. 

However, due to the small and constant ROI, the 

major vein patterns are lost. Thus compared to 

Figure 8, the residual elevation of the first class is 

increased. Likewise, for the second test image 

(Figure 9 (d)), due to the large wrist spin, this 

sample is recognized in a wrong class. We cannot 

use a constant ROI when we have various large 

wrist spin. 

 

4.2. Comparison of Proposed Method with 

SRC-based Classifiers 

In this section, a comparative analysis of the 

proposed method with some of the reported SRC-

based algorithms such as conventional SRC [23], 

Genetic Algorithm SRC (GASRC) [35], and 

Mutual SRC (MSRC) [3] is provided. If there is 

no other statement, we set the parameters of these 

methods according to the following description. 

For the conventional SRC and MSRC, the    
 norm minimization problem is solved by 

exploiting the     MAGIC software package and 

let        . In GASRC, the generation is set to 

50, and the number of individuals is set to 20. 

Also for GASRC, the ratio of sample number in 

the representation set to the total training samples 

is set to 0.1.  

As mentioned earlier, after vein pattern extraction 

(using the FROI or SROI techniques), all the 

images of the vein patterns will be converted to 

      pixels (the nearest size to all ROIs 

extracted). For each method, we compute the 

recognition rates with the feature space 

dimensions 30, 80, and 320. These numbers 

correspond to the down-sampling ratios of 1/12, 

1/8, and 1/4, respectively. Table 1 shows the 

numerical values of the recognition rate for all the 

SRC-based methods in different dimensions when 

we use the FROI technique for the ROI extraction 

part. The bold italics highlight the best recognition 

rate on the training subset. We can see that the 

classification performance of the proposed 

method is better than the other four methods. 

Also, as mentioned in the previous section, in 

order to illustrate the importance and effect of the 

ROI extraction part in the final result and the 

aftermath of wrist spin when used fixed ROI, we 

repeated the earlier trials for ROI extracted by the 

SROI technique. 
 
Table 1. Recognition rate (%) of four methods in different 

dimensions while we use the FROI technique in the ROI 

extraction part. 

Name of 

method 

Feature sub-space dimension 

30 80 320 

SRC 

MSRC 

GASRC 

Our method 

71.01 

81.28 

72.25 

85.38 

81.23 

89.52 

85.12 

95.73 

85.01 

93.99 

91.02 

96.25 
 

Table 2 shows their result in different dimensions. 

Comparing to Table 1, we notice a decrease in the 

recognition rate for all methods. As described in 

the previous section, this is for losing a huge part 

of the vein patterns by cause of the wrist spin. For 

the same reason, we should not use the fixed ROI 

when the images have various wrist spins. 
 

Table 2. Recognition rate (%) of four methods in different 

dimensions while we use the SROI technique in the ROI 

extraction part. 

Name of 

method 

Feature sub-space dimension 

30 80 320 

SRC 

MSRC 

GASRC 

Our method 

52.38 

59.12 

53.02 

63.2 

64.8 

68.13 

66.55 

71.32 

66.14 

69.04 

68.36 

73.11 
 

 

4.3. Comparison between Proposed Method 

and Classifiers based on Dictionary Learning 

In this section, the results of the proposed method 

are compared with three classification methods 

that use dictionary learning for making the 

dictionary, e.g. Fisher Discriminative KSVD (FD-

KSVD) [19], Dictionary Pair Learning (DPL) 

[17], and discriminative Fisher embedding 

dictionary learning (DFEDL) [20]. Similar to the 

previous section, these methods are applied to the 

ROIs extracted by the FROI and SROI techniques. 

In order to form the dictionary of these methods, 

dictionary learning was performed with the 

feature subspace dimensions of 30, 80, and 320. It 

is worth noting that for a fair comparison, similar 

to our dictionary, during the dictionary learning, 

the number of atoms for each class was 

considered 8 atoms. 

Table 3 shows the numerical values of the 

recognition rate for four methods in different 

dimensions when we used the FROI technique, 

and Table 4 illustrates them for using the SROI 

technique in the ROI extraction part. Like before 

and as expected, due to the use of floating ROI 

instead of fixed ROI, the results of Table 3 got 

better than Table 4. Also as we can see in Table 3, 

the recognition rate of the proposed method is 
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better than the other three methods at 80D and 

320D feature spaces. The bold italics highlight the 

best recognition rate on the training subset. 
 
Table 3. Recognition rate (%) of four methods in different 

dimensions while we use the FROI technique in the ROI 

extraction part. 

Name of 

method 

Feature sub-space dimension 

30 80 320 

FD-KSVD 

DPL 

DFEDL 

Our method 

85.2 

83.12 

88.21 

86.38 

89.95 

89.25 

93.4 

95.73 

94.32 

92.41 

95.78 

96.25 
 

Table 4. Recognition rate (%) of four methods in different 

dimensions while we use the SROI technique in the ROI 

extraction part. 

Name of 

method 

Feature sub-space dimension 

30 80 320 

FD-KSVD 

DPL 

DFEDL 

Our method 

64.43 

61.85 

69.13 

63.2 

69.83 

68.18 

72.46 

71.32 

70.03 

69.09 

72.95 

73.11 
 

 

5. Conclusions 

In this work, a robust and efficient algorithm 

against rotation to identify through the dorsal 

hand vein pattern was proposed. One of the 

important issues of a dorsal hand vein 

identification system is hand rotation and 

displacement because it causes difficulty to select 

identical and fixed ROI in all different modes of 

hand rotation. For this, the method proposed in the 

previous work [10], called FROI, was used in 

order to neutralize the adverse effects of hand 

rotation by varying the length and angle between 

the sides. Therefore, unlike other techniques, the 

shape of ROI is not fixed and the length and angle 

of the sides will be changed depending on the 

angle of the wrist spin. Note that since the dorsal 

hand vein pattern is not symmetrical, symmetry is 

not required for the ROI shape. For classification, 

since the dorsal hand veins pattern belonging to 

different classes (different people) have the same 

orientation, the kernel trick and sparse 

representation are used because the transmission 

of feature vectors to higher dimensions makes 

them more distinct. Thus the proposed algorithm 

consists of two parts: first, we extract a similar 

region from all images belonging to a class. Then 

by combination of the sparse representation and 

kernel trick, we find the distinctive sparse signal 

representation, which will be used for 

classification. We used the Bogazici University 

database in order to test the proposed method 

because there are no restrictions of hand rotation 

on the images. In order to better compare with the 

previous work, after extracting the vein patterns, 

the comparison is performed on three different 

dimensions of the feature space. The results 

obtained showed that the proposed method 

performed better in two dimensions than the other 

methods, and achieved a recognition rate of 

96.25% at the 320D feature space. 
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 چکیده:

مورد توجه قرار  ریاخ یدر دهه ها قدرتمند یبه عنوان ابزار، یقوپایه ریاضی و داشتن نویز ر برابر بودن د مقاوم مانند ییایمزا لیبه دل تنک شینما

ما ارائه شده است،  یکه در کار قبل ROIستخراج اجهت ی متفاوت کیو تکن (هستهکرنل )، ترفند تنک شیکار، با استفاده از نما نیگرفته است. در ا

برای روش،  نیشده است. در ا یعرفم دست و مقاوم در برابر چرخش دست افراد پشتهای رگهویت بر اساس الگوی  صیتشخجهت  دیجد یروش

. شده است یخنث یادیتا حد ز شود،ایجاد می تصویر برداریهنگام در که اضلاع، اثرات نامطلوب چرخش دست  بین هیطول و زاو رییبا تغ ،ROIانتخاب 

 کسانیجهت  عیتوزامکان وجود  لی، به دلگرید سوییخواهد بود. از  متغیر ROIدر هر تصویر، شکل و اندازه  چرخش دست مقداربسته به  نیبنابرا

مربوط به ی موجود هانمونه شتری، ببا اینکار. ایمکردهاستفاده تنک  شینمادر  (هستهکرنل )از ترفند  یطبقه بندجهت ، افراد مختلفدر  رگ یالگوها

و در کلاس مربوط به خود  یبه درست هستند کسانیجهت  عیتوزمربوط به افراد مختلف( که دارای الگوی رگهای پشت دست های مختلف )لاسک

های رگهویت افراد بر اساس الگوی  صیتشخجهت در برابر چرخش دست قاوم م یروش یدو روش منجر به معرف نیاستفاده از ا د. نشویمتشخیص داده 

بر  یمبتن یو سه روش طبقه بند SRC مبتنی بر تمیبا سه الگور سهیدر مقاروش پیشنهادی دهد که نتایج آزمایشات نشان می. دست شده است پشت

 شده است. ٪0200تا حدود  صیتشخ زانمینرخ  شیافزاموفق به ، دیکشنری یریادگبا استفاده از ی تنک یکدگذار

  .نمایش تنک، ترفند کرنل، الگوی رگهای پشت دست، ناحیه مطلوب متغیر، طبقه بندی :کلمات کلیدی

 


