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Herein anew multi-objective evolutionary optimization algorith
is presented based on the competitive optimization algorithr
orderto solvethe multi-objective optimization problems. Based

the natureinspired competition, the competitive optimizati
algorithm acts betweerthe animals such as birds, cats, beesl
ants. The presentvork entaik the main contributions asvhat
follows. Primarily, a novel methods presentedfor pruning the
external archivewhile keepng the diversity of the Pareto front
Secondly a hybrid approach of powerful mechanisms suct
oppositionbased learning and chaotic mapsvasusedin orderto

maintain the diversity in the search space of the initial popula
Thirdly, a novel methods providedin orderto transforma mult:

objective optimization problermto a singleobjective optimization
problem. A Comparison of theesuls of the simulation for the
proposed algorithmis performed with some weHknown

optimization algorithms. The comparisorindicates that the
proposed approactould be a betteoption for solvingthe multi-

objective optimization problems

1. Introduction

Sincemany of the existing scientific problems in
different science and engineerinfields are
complex and involvethe selection of various
parameters, it is necessary to design novel
optimization methodén orderto deal with these
problems. There are two categoge of
optimization problems: singlebjective and
multi-objective optimization problems. Irthe
multi-objective optimization problemsMOPS,
some parameterssuch as the speed of the
convergence, quality of the final solutions, and
consumed time areighly crucial. Over therecent
decades, many different singdbjective
algorithms have been modifigd orderto achieve
the ideal conditions for solving a series of MOPs.
The @nvergence and diversity are assumethas
major issues to which great attentiorshould be
paid in order to improve or proposenew multk

objective optimization [10,15,29The first issue

is how to move the population members toward
the Paretepptimal font (speed of convergence)
and the second issue is how to maintain the
diversity in the Pareto frontPF). Selecting the
appropriate pruning mechanism in the archive of
the algorithm and ranking the members has a
crucial role in creating an appropriate diversity of
solutions in thefinal PF curve in multbbjective
evolutionary optimization algorithms (MOEAS).
The NSGA-II agorithm uses the concept of
crowding distance (CD) for pruning the external
archive of the algorithmDespitethe simple CD
and being easily used, its mechanisnias
substantial drawback§,23]. In [8, 44], some
considerable drawbacks on the idea of CD have
been pointed out, demonstrating that sometimes
the mechanism of the algorithm of CD will be
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laden with errors and lead to the illogical final
results. The subantial drawback of CD will
occur when the members of the population in the
PF curve have similar cost function values, which
cause CD performance to be significantly reduced
[8].

In this paper, in order to replace the concept of the
CD, a new methqgdcalled the new crowding
distance (NCD)is proposed by relying on the
weaknesses of CD. This concept guarantees the
diversity maintenance in P§uite logically. This
criterion is usedn order tocontrol and pruathe
size of the external archive of the proposed
algorithm. Another important concepthich has
attracted a great deal of attention over the recent
years, ishe production of an initial population of
algorithm via two methods of chaotic maps and
oppositon-based learning (OBL) [121], whose
efficiency in some MOEAs has been recently
presented [1124]. An external archive is a place
to store nordominated solutions in the proposed
algorithm. This archive is updated at the end of
each step of the evolanhary algorithm the size

of this archive is usually equal to the population
size of the evolutionary algorithm. The reason for
the existence of this archive is that the population
of the evolutionary algorithm undergoes many
changesand there must be @lace to store nen
dominated solutions.

In this work, a hybrid approacks presentedand
the advantages of these technigaesemployed

in orderto create an appropriate initial population.
The competitive optimization algorithm (COOA)
[16] acts basedrothe bio-computing competition
betweenthe particle swarm optimization (PSO)
[18], artificial bee colony (ABC)algorithm [9],

cat swarm optimization (CSO}4], ant colony
optimization (ACO) [17], and imperialist
competitive algorithm (ICA)[2]. In the initial
version of the COOA algorithnthe CSO, PSO,
ACO, and ABC algorithmsreused but any other
evolutionary algorithm could be used within
COOA. There is no limit to the number of
algorithms used within COOA, for examplihe
firefly algorithm[45] can also be used as a species
within this biological competitionAccording to
the no free lunch (NFL) optimization theorems,
each algorithm could solve a series of
optimization problemsand acts very well to solve

a series of problemsOn the otherhand, the
algorithmmay fail to yield satisfactory results for
the other problem$20]. Therefore, due to the fact
that COOA has the strengths of af these
algorithms in the form of an optimization
algorithm, it is of an efficient performance for
solving different MOPs.
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A fundamental concept in the singlbjective
version of COOA is the cost function value of the
population members, which is used fdhe
interaction and competition of various animals,
according to which, the weakest member of a
group among all groups is characterizeldran, a
new cost functionvalue (fitnes9g for MOPs is
proposed

The research contributions are summarized as

follow:

1 A multi-objective approach based ae

competitive optimization algorithm

(MOCOOQA) is proposed.

A method is presenteith orderto prune the

external archive and maintain the diversity of

dispersion in the Pareto front.

1 A method is providedn orderto convert a
multi-objective optimization problem to a
single-objective optimization problem.

1 The newhybrid approach for production of
the initial population is proposed.

1 The resultof the constrained multbbjective
engineering problems prove the applicability
of MOCOOA intherealtlife applications.

1 The results obtained confirm the
outperformance of MOCOOA ovehe other
compared algorithms.

The rest ofthis paper isdesignedaswhatfollows.

Section 2 representsthe concept of the muilti

objective optimization problemand a brief

overview of MOEAsis discussed. In the third
section, the general concept of the COOA
algorithm is discussed. In the fourth section, the
proposed methqgdentitled as the mulbbjective
competitive optimization algahm (MOCOOA)

is presentedand in the final section, thesult of

the simulation for theintroduced algorithm is

compared to with some weHknown meta
heuristic algorithmsn orderto solve MOPs[22,

25,29].

=

2. Literature Review

This section provides the conceptsM®Ps and
the current techniques in the mutibjective
evolutionary algorithms.

2.1. Multi-objective Optimization Problem
The functions of a MOP with m objective in a
space with n state variables is defined as follows

[1]:

Minimize K(® = ( £(3, $(3,... £(%) ()
in which:
X=(%, %, %)
f:R"- R"il(2,..m )
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The set of equality and inequality constraints, if
there arany, is as follows:

g(r'x) :(gl(r'x» geg'r;,..., gr('») 20
h(¥) = (h(X, B(R,...., h (R) =0

2.2. Multi-objective Evolutionary Algorithms
(MOEAS)

The evolutionary optimization algorithms are of
the most welknown metaheuristic optimization
approaches. Various studies have presented
different versions of this algorithm for solving
different MOPs. MOEAs are classified dbe
decompositiorbasedindicatorbased, an®areto
basedalgorithmg[15, 29].

Paretebased: In this categorit,was attemptedo
identify the nordominated solutions of the
population and maintain and update them in the
optimization process. In these approaches, usually
a smé population of nordominated solutions in
the evolutionary algorithm search process along
with the main populationSome &amples ofthe
recent Paretbbased approaches are NSBGAS,

8], multi-objectivePSO(MOPSO) [5,12, 35, 48],
multi-objective CSO (MOCSO) [14], multi
objective ICA (MOICA) [7, 49, multi-objective
ACO [1], and multi-objective grey wolf
optimization (MOGWO) algorithm [13], multi-
objective emperor penguin optimizer (MOEPO)
[3]], multi-objective  seagull  optimization
algorithm (MOSOA) [38], and multiobjective
hybrid particle swarm and salp optimization
algorithm [32] The quality of the individuals in
PF could improve using the performance
indicators, which are used in the corgemce and
diversity of PF. Among these methodke IGD
indicatorbased algorithm [3], hyper volume
indicatorbased algorithm [3334], Uindicator
based algorithm [36]MOEA/IGD-NS [25], and
LIBEA [26] could be mentionedThe cetails of
the effecs of the different indicators on the
performance ofthe multi-objective optimization
algorithms have been reported 87].

Over the recent decade, various MOEAs have
successfullyemployedthe scalarizing functions.
The decomposition methodould be utilized in
orderto convert a MOP intothe multiple single
objective optimization problenmand solve therat
the same timeusing an evolutionary algorithm.
Among the advantages of the decomposition
approach, the simplicity and the easy
incorporation othelocal search methodouldbe
mentioned [27 39, 40]. Examples ofthe swarm
decompositiorbased approaches are MOEA/D
[11, 47], MOPSO/D [28] decompositiorbased
differential evolution (DDE/R) [42] and
MOEA/D-IMA [41].

®3)
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3. Competitive
(COOA)

COOA is basedon the struggle for existence
betweerthe speciessuch as birds, cats, beesd
ants [L6]. The main philosophyof providing
COOA is hat each evolutionary algorithhas the
ability to solve some optimization problems.
fad, it could be declared that no algorithm has
been proposeth orderto solve all optimization
problems to dateHence, the researchers have
offered several evolutionary algorithms inspired
by the nature to solve some agicular
optimization problemsover the recent decades.
Sinceselecting a propezvolutionary algorithm to
solve a particular optimization probleis highly
time-consuming a naturdnspired competition
between species is proposed in COOA. The
competition between species makes it possible to
benefit from different algorithms at the same time.
A more comprehensive review of COQ@Auldbe
found in [16].

Optimization  Algorithm

4. ProposedAlgorithm

This section is composed of four sséctions. In
the firstone a new criterion is proposed in order
to maintain thediversity in PF and prune the
excess members of the external archive. In the
second susection, the production methods of the
initial population for the appropriate and efficient
start of the algorithm are studiednd a hybrid
approach to maintaina proper diversity is
proposed. In the third stdection, a new approach
is providedin orderto calculate the cost function
value (itnesg of an MOP. Finally, in the fourth
subsection, a global search strategy is proviited
order to improve the position of the group
members. Given that a number of evolutionary
algorithms are used within MOCOOA, some of
the main operators of MOCOOA are within these
algorithms. In the MOPSO algorithm, for
example, there are velocity and position upda
operators, as well as fahe other algorithms.
Irrespective of the internal algorithms, in
MOCOOA, there arénitial population production
operator global search operator, pruning operator
for nonnominated solutionsgontrol of diversity
operator inthe Pareto front, and the converting
multi-objective space into singlabjective space
operator.
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Figure 1 represents the COOA algorithm  processes.
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Figure 1. Overall procedure of COOA.
In principle, this concept will work well when the

4.1.Concept of New Crowding Distance (NCD) members of a PF do not resemble in terms of the
One of the substantial drawbacks in the concept of values of the objective functionfs depicted in
the crowding distancappearsoncethe values of Figure 2(b), on ecount of the similarity of
the objectivefunctions of some members of the members 6d6é and O6ebod, none
population are similar [83], as shown in Figure therefore, the diversity throughout the curve of PF
2(a). is not guaranteed.

b
ob '%b

oc oc

Objective function 2
2]

Objective function 2
(1]

v

Objective function 1 Objective function 1

(a) Pareto front (b) Selecting 3 points based on CD

Figure 2. Selection of a number of solutions from the Pareto frontdsed on crowding distance.
In order b solve this problem, a new concept of  (see Equation (4)). Despite the traditional CD
CD, known as the NCDs defined (Figure 3). The method, the values of objective fulmcts for the
proposed method requires the values of the preceding and succeeding members are not
objective function for the first and last member of  required in this concept calculation.
PF in order to obtaithe NCD value of a member
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Figure 3. Offering a new method to control the diversity
of PF.

In order to show the assurance of the diversity in
PF in the proposed method, five members of the
PF curve are selected in an example. Figure 4
demonstratethe order of choice of solutions with
numbers 1 to 5. In the NCD method, the initial
and final Paretdront solutions will always be

selected (solutions 1 and ). order b select the
third solution in the NCD method, solutions 1 and
2 are the beginning and end of the Pareto front.
Similarly, in orderto select the fourth solution,
solutions 1 and 3 atthe beginning and end of the
Pareto front (Figure 4(c)).

_ (1 o) -f2) 667 ) (Fom £
Nen = (o 1212 T2 “
Figures 4(b) and 4(c) illustrate the result of the
implementation of the traditional CD and the new
proposed method (NCD) on the members of PF in
Figure 4(a). The assurance of the diversity of the
selected members of PF in the proposed method is
visible comparedo the idea of the traditional CD.
The best five members oPF based on the
conventional CD method and the proposed
concept (NCD) are selected in Figsié(b) and
4(c), respectively. The blue points in Figure 4 are
the surplus memberthat are to be remowk As
clearly demonstrated in Figure 4(b), no favorable
distribution of the solutions exists in the entire PF
and in some parts, no members are selected at all.

(a) Pareto front

(b) Crowding distance
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(c) New Crowding distance

Figure 4. Comparison between method of conventional CD and the proposed NCD.
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Figure 5. Impact of an appropriate initial population on speed of convergence.
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4.2. A hybrid Initial Population Strategy 4.2.1. OppositionbasedL earning (OBL)

One of the most essential parts of soft computing The concept of OBL was introduced for the first
is the initialization of an algorithm. Creating an  time in 2005, and it has been used to improve the
appropriate initial population across the search performance in many scientific resehes works
space of the problem has a high impact on the such as evolutionary optimization algorithms and
algorithm convergence speed (Figure 5). As it artificial neural networks [46]. The concept of
could be seen in Figure 5, the initial population of OBL has been shown in a onand two

the archive of the nedominated solutions has a dimensional space in Figure 6.

high impact @ the convergence speed of the other

members toward theareteoptimalfront (POF).

|
upper2—=-—4-———————————————————— i:ff
| |
— ! — !
X @ Opposition-based learning i Xe i
| |
X' @ Current position i i
- Xe :
| |
| |
_ lower2 ————f— oo -
X X 1 1
— | —
lowerl upperl lowerl upperl
(a) One dimension (b) Two dimension
Figure 6. Opposition-based learning.
OBL reverses the current position of the particle X = lower +upper - (5
based on the scope of the search,zard makes wherelower and upper are the low and the high
the space more searchable [28] (see Equation bound of the search space.
(5)
u=20.5 w=15
0z T T T T T T 0.34 T T T T T T
o8 032
S04 oy 03r
[+
E 012 g 028
.2 0.1 2
EO 0.08 ED 0281
5 0.06 ,_o] 0.24
0.02 o2
Tteration Iteration
0.65 \‘LL :\ 2.5\ 1 T H :\ 4 T
0.6 09
2 o5 g 07
2] ]
2 0.45 E e
[} .9 s
a o4 2 04 [
'8“0 035 eh
3 03 3 o
0.251 04
o 2l] ; ‘\‘D 1‘5 Z‘D 2‘5 3‘D 3‘5 4ID 4‘5 50 o 0 5 10 15 Z‘D 25 ’_:D 35 40 45 50
Iteration Tteration

Figure 7. Impact of different valuesof H parameter on Logistic map.
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a=0.2
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L L
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L L
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25
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Figure 8. Impact of different values of» parameter on Tent map

4.2.2. ChaoticM aps

The random number generation plays a very
important role in the evolutionary optimization
algorithms. Although the computer systems are
not good generators, they are widely used in order
to generate random numbers; however, their
patterns are not easilyaegnizable. Chaotic is a
kind of phenomenon that occurs in definable-non
linear systems, and is highly sensitive to the initial
conditions and quasandom behaviors. A series
of random functions are used in order to generate
random numbers in the evolutiary algorithms;

chaotic functions can be used to generate random
numbers, and random behaviors can be replaced

with chaotic behaviors.

The Logistic and Tent maps were used to
generate random numbers in this research
work; m=0.3anda =4were used to adjust

the parameters of these maps. As shown in
Figure 7, the Logistic map has the most
diversity in generating the random numbers
whenm=0.4(also for the Tent map,
according to Figure 8).

The production of an initial population with the
uniform distribution byEquation(6) was carried
out:

x =lower +and upper -lower (6)
whererand represents random number between
zero and one which has a very sensitive and
essential role in the appropriatestribution of the
initial population. Several chaotic maps to

generate random numbers Byguation(7) were
used.

x =lower +cnf upper -lower 7
wherecmis a chaotic map. So far, different maps
including Piecewise, Sine, Chebyshev, Circle,
Gauss/mouse, lterative, Logistic,  Singer,
Sinusoidal, and Tent have been provided [19].
Two chaotic maps ofent andLogistic have been
used in the methods proposed heraamely
chaotic mapshatareutilized to obtaina sequence
of random numbersEquation(8) and (9) show
the Tent and_ogistic maps, respectively.

e 2aarnl’ent(t) Crn'em(D 0.5
cm. (t+1) 3
Ml T oa i em,, () cmo() 05

Crr'_ogislic(t+1) =n Cﬁlogistic(b (1 C"I:rmagistic( )) (9)
In the Tent mapa =0.99 and in the Logistic map
m=4; cm,(0) and cm,(0) are random

numbers betweemeroandone In this work, by
providing the appropriately combined methods,
the highly efficient initial population to start the
algorithm was created. Figure9 depicts the
production of the initial population in the
proposed algorithm. In Figure 6ps is the
population sizeP(ps)is an initial population with
the uniform distributionOP(ps)is the oppositeof
P(ps) Ch(ps)is an initial population with the
chaotic maps and OCh(ps) is the opposite of
Ch(ps).

The @posite population(OP) means that all
members of the current populatioRP(jf9) are
individually countedby their opposite based on

(8)

503



Teshnehlab et al./ Journal of Al and Data Minivgl. 9, No. 42021

Equation 5 and the recently generated population
is known as the opposite population.

Random Population
initialization P(ps)

Chaotic Population
initialization Ch(ps)

v 4

Calculating opposite Calculating opposite
population OP(ps) population QCh(ps)

\L h 4 Y A4

Selecting ps Fittest individuals from the Set {P(ps), OP(ps), Ch(ps), OCh(ps), ...}

v

The initial population
algorithm MOCOOA

Figure 9. Production of initial population in the proposed
algorithm.

4.3.Cost Function Value for MOPs

Solving MOPs,due tothe contradiction between
the objectives, there is no similar answer,
indicating that all the objectives are the best
Finally, a group of nondominated solutionsas
the optimum solutions (neaptimal), were
presented which are known as the solutions
archive of Pareto. In MOCOOA, an external
archive is was to keep the nondominated
solutions obtained by the proposed algorithm, as
the archive in each iteration of the algorithisn
updatedIn COOA, the concept of competition is
defined based on the cdsnction value fitness,
and the power of a group is calculateid the
following equation:

TC, = fitnes¢ imperialis) +
dOnead fitnegs colonies of imperialjit

where0<d 4, the value ® d makesthe colonies
role to determinghe total power of an empire
Heran, 0.3 was dedicatedot ¢ in most of our
implementationsAccording toEquation 10, two
values must be calculated to define the fitness of a
group. The first and second value of fithess are the
strongest member of the group and the mean
fithess value of the other members of the group,
respectively. We have to pay more attention to the
fithess value of the strongest member of the group
in order to better understand the fithess of a group.
On the oher hand, affecting the fithess mean of
the other members ofhe group may havea
negative effect on the overall fithess of a group.
The effect of the mean value of fitness on the
other group members is controlled based on the
parameter. The value dfie ¢ parameter can be
picked from the interval [0,1] but it is better to

(10)

pick from the interval [0.1, 0.5]Afterwards, all
the empires compete with each othbr.order b
select he weakest empire andhe weakest
member in it, the TC, value was used; the
weakest member will be transferred amother
empire based on the roulette whed.could be
seen inEquation (10) that the definition of the
cost function value of the population members in
the proposedlgorithm is required.
The fitnessvalue of all the population members
based on the quality and diversity of solutions
with the following equationwas calculated.The
lower fithessvalue shows a better member.
fitness =( Rank Qn NGl (11)
Rank refers tothe rank related to thieth member
of the populationand m is the number of
objectives NCD, the value of the new crowding

distance of i-th the population member is
calculatedusingEquation 11.

4.4. AGlobal Search Strategy
For a better search around the external archive
solutions andto improve the position of the
members of each group, the new positiornthef
memberwas calculated in the equatidpelow. If
the new positioncould dominate its current
position, it will be replacedy:

xnew = X +alpha(@eadér % (12)
x* is the dth dimension of the-th member, alpha
is a random number ithe [0, 1] rangeand leader
(global optimal solutions) is the position of an
external archive member, which are randomly
selected from the external archive for théhi
member. The alpha parameter value is picked
randomly fromthe interval [0,1] for each member
of the poplation so that a better search around
leader is helped by this parame@vwen the fact
that an idea for obtaining the value of a population
member cost functiowas provided based on all
the objective functions for all members, waeuld
exactly run MOCO®@. like COOA. The existing
members within the external archive are always
used as a leader (global optimal solutions) in the
algorithms of PSO, CSO, ACO, arfdwoO. A
flowchart of the proposed algorithm is shown in
Figure1l Also, the MOCOOA process is shown

in Algorithm 1 (Appendix 3.

45. Convergence Control in
Algorithm

The evolutionary optimization algorithms include
the two phases of exploration and exploitation. In

Proposed
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the exploration phase, a global search, anthe
exploitation phase, a local search is performed.
The evolutionary optimization algorithms usually
start with the exploration phase and enter the
exploitation phase over time. In the optimization
process, ideally, the change curve of the cost
function should decrease and reach its minimum
over time. In an optimization problem, the global
optimum solution is not known in advance, and
the only thing that can help improve the
optimization process in the evolutionary algorithm
is to increase the diversitin the member of
population. When the change curve of cost
function is continuously reduced, it can be seen
that the optimization process goes well, and when
the change curve of cost function is in a stagnancy
state (unchanged), the only thing that can be
understood is that we are either trapped in a local
optimum trap or that we have reached the global
optimum solution. Hence, we face uncertainty,
inevitably; given that we may be caught in the
local optimum trap, we must somehow improve
the optimization pocess. Many evolutionary
optimization algorithms continuously switch
between the two phases of exploration and
exploitation during the optimization process in
order to avoid being trapped in the local optimum.
In the proposed algorithm, there are two
pergpectives to control the exploration and
exploitation phases. In the first perspective, within
the proposed algorithm, several evolutionary
algorithms including CSO, PSO, GWO, and ACO
are used, and each one of these algorithms has the
ability to balance beteen the two phases of
exploration and exploitation independently. For
example, in the CSO algorithm, the balance
between the two phases of exploration and
exploitation is done through the mixture rate
(MR) parameter, and each particle can be
randomly plaed in one of the two phases of
exploration and exploitation or in the PSO
algorithm, the balance between these two phases
is done through inertia weight. In the second
perspective, according to the feedback obtained
from the reduction of the change curue dost
function, a mechanism for balancing these two
phases is considered. If the proposed algorithm
gets stagnancy, for example, according to Figure
10(a), if after a certain number of steps, the
number of species in the proposed algorithm is
reduced to pe species (here CSO) and the
algorithm get stagnancy, the population of the
proposed algorithm is reset. Two scenarios are
considered for the population reset. In the first
scenario, as shown in Figure 10(b), by
maintaining the position of all members tife
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population, all the inactive species will be
reactivated, and the members of the population
will be divided among all the active species. This
makes the algorithm search mechanism more
powerful. In the second scenario, according to
Figure 10(b), by maitaining the position of the
top members in the current population of the
proposed algorithm, a population with a uniform
distribution is reproduced and the new population
members are divided among all species, which
increases the diversity of the popubatimembers.
The priority of the first scenario is superior to the
second scenario, and in the proposed algorithm, if
after a few steps the first scenario cannot reduce
the change curve of cost function, the second
scenario will be applied.

5. Experimentd Results

In this section, a simulation study is carried out
through MATLAB in order to demonstrate the
potentiality of MOCOOA for solving the
benchmark and redife  multi-objective
engineering design problems. In order to analyze
and evaluate thsimulation results, the proposed
algorithm was compared with the other algorithms
such as MOPSO [5], MOGWO [13], MOCSO
[14], MOICA [7], NSGAll [6], MOEA/IGD-NS
[25], and BCEIBEA [30].

5.1. PerformanceM easure

In order to examine the performance of
MOCOOA, some MOPs were utilized in
experiments. In order to examine the performance
of the proposed algorithm, the standard
performance measures of MOEAs were
employed, which represented the quantitative and
qualitative comparisons with MOEAs. As to these
metrics, POF for an MOP is required, and here,
500 uniformly spaced Pareto optimal solutions
were used as the POF approximation. The two
metrics of inverted generational distance (IGD)
[Bland spread metric (@a)
evaluate the resuit

5.2. DefaultParameter Settings
The default parameter settings for NSGA

MOPSO, MOCSO, MOGWO, MOICA, and

MOCOOA are presented in Table 1. The initial
population for solving different MOPs from 64 to
128 was considered.

[ 6
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In terms of setting the grameter values of default parameter values are utilized for each
different algorithms, it can be mentioned that the algorithm

Forest Species Current population After a few steps of the algorithm
* Cat * A [ ) o Yo ®
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(b) Uniform distribution
Figure 10. Exploration and exploitation in the proposed algorithm.
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Figure 11. A flowchart of MOCOOA.
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For example, the parameters, =2.05 and
¢, =2.05 were employed in the PSO algorithm.

Besides, the parametenv (inertia weight)
decreases linearly in each step of the algorithm.
Meanwhile, for the CSO algorithm, both
parameter®fc, =2.05and W wereset similar to

the onesfor the PSO algorithm. Furthermore, for
the other algorithms, the default values of the
algorithm are utilized in the same way (according
to Table 1). On the other hand, as the number of
these algorithms were employed within
MOCOOA, the parameter setting of these
algorithms was similar to what was débed

5.3. Benchmark TestFunctions

Several assessment functionsre usedin order

to assess the proposed algorithm. Three multi
objective  engineering design  optimization
problemswere considered in the first part which
included the solution of these problems, felar
truss design, disk bke designandtwo-bar truss
design In the second part, 10 CEC benchmark
assessment functions (UEIF10) wereused and
the details of these benchmark functiorsse
reported in Appendit.

Table 1. Default parameter settings.

Algorithm Parameter Value
C.C 2.05
a (grid inflation ) 0.1
MOPSO b 4
nGrid 10
1 0.9700.1
SMP 10-15
SRD 0.25
MOCSO q 2.05
w 0.4
MR 0.5
Crossover probabilit 0.8
NSGA-I . L . .
Mutation probability 1/dimensior
a =01
MOGWO b=4
nGrid =10
Assimilation coefficient 2.(
MOICA Revolution Probability = 0.
Probability of Revolution on a Specifitariable = 0.1%
5.3. Multi-objective  Engineering Design

Problems

In this subsection, the proposed MOCOOA is
usedfor three realproblens in the engineering
design [22,29], whose two problems with
constraints tvo-bar truss design problem and
multi-plate disk brake design), and one problem
without constraintfour-bar truss design problem)
(see Figurd 2).

507

5.3.1. Multi-objective Optimization of Four-bar
Truss Design

The obgctive of this problem is to minimize the
truss vol ume and
simultaneously. This problenis unconstrained
with continuous design variables [29]. Table 2
summarizes the final optimization results as to the
mean and standard deviation afl the best
solution metrics values, achieved for the fehar
truss design problem by the six algorithms over 20
independentuns of each algorithmin order o
validate the statistical difference between
MOCOOA and other algorithmsaccording to
Table 2, it is clear that MOCOOA is superior to
the other optimization methods based on the mean
and standard deviation valuestb& performance

of all the metrics

Minimize f(3= L(2x +/2x%x ) (13)
Minimize £ (3= -k (2 422 &2 2 (14)
E X% % X X,
where
Gex ab) 26) & 3,
S S S S
2Eyex of), &) & o),
S S S S
_ Y (15)
F =10kN, E=2 16?’
_ _.~kN
L=200cm, s —10(;?

Figure13 demonstrates the Pareto fronts obtained
by MOCOOA and other algorithms for thieur-
bartruss design problem after 8000 evaluations of
the objective function. In each figure, the true
Pareto front is shown as a continuous line. In
Figure 13, the quality of the solutiombtainedis
much better and more disciplined than the other
optimizationmethods. According to Figuds, the
NSGA-ll, MOPSO, MOGWO, and MOCOOA
algorithms are capable of covering thle parts of
the Pareto optimal front compared to the other
optimization methods. MOCOOA achieved better
nondominated solutions in terms of mesi
compared tothe NSGA-I, MOGWO, and
MOPSO algorithms.

5.3.2. Multi-objective Multi-plate Disk Brake
Design

The multiplate disk brake design problem is
mainly applied in airplanes foran effective
braking while landing. In this problem, athe
design variables are continuous [22]fable 2
summarizes the final optimization resudis tothe
mean and standardeviation of all the best

joint
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solution metrics values achieved for the multi solutions in terms of metrics compared to the
plate disk brake problem by the six algorithms  other algorithms.

over 20 independent runs efich algorithmln Minimize f(®=4.9310° (¥ F)(% 1 (16)
order tovalidate the statistical difference between 0.82 16 (& )

MOCOOA and other algorithmsaccording to Minimize £, (¥ = — a7
Table 2, it is clear that MOCOOA is superior to _ XX, (% - X)

the other optimization methods based on the mean Subject to

and standard deviation valuebthe performance 6 (=20 # % 0¢

of all the metrics g,(X)=2.5(x, 1) 30 @

Figure 14 demonstrates the Pareto fronts obtained X,

by MOCOOA and other algorithms for the muilti 9 (%) T31402- XY 040

plate disk brake problem after 20000 evaluations s s (18)
of the objectivfunction. In Figurel4, the quality 9.(¥) = 222 1? X32(X22 %) 1 0

of the obtained solution is mudyetter and more (6 - x)

disciplined than the other optimization methods. _ 2.66° 10°x,%, (¢ -% )

According this figure the MOCSO, MOPSO, 9:(X) =900 - %) °
MOGWO, and MOCOOA algorithms are capable where

of covering all parts of the P_argto _optlmal front 55¢x 080, 75 % 100,

compared to the other optimization methods. (29)
MOCOOA achieved better nordominated 1W0¢x 6330, 2% 20

Figure 13. Comparison of MOCSO, MOICA, MOGWO, NSGA-Il, MOPSO, and MOCOOA for the four -bar truss design
problem.
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