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Abstract

This research work is related to the development of technology in the
field of automatic-text-to-image generation. In this regard, two main
goals are pursued. First, the generated image should look as real as
possible, and secondly, the generated image should be a meaningful
description of the input text. Our proposed method is a multi-sentence
hierarchical generative adversarial network (MSH-GAN) for the text-
to-image generation. In this research project, we consider two main
strategies: 1) produce a higher quality image in the first step, and 2)
use two additional descriptions in order to improve the original image
in the next steps. Our goal is to focus on using more information to
generate images with a higher resolution using more than one
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ade. This is the first time; this dataset has been used in this area. We
evaluate our models based on the IS, FID, and R-precision evaluation
metrics. The experimental results obtained demonstrate that our best
model performs favorably against the basic state-of-the-art
approaches like StackGAN and AttGAN.

1. Introduction

In the field of image processing, it is well-known
that “a picture is worth a thousand words”. Since
images can represent the events better and they
can create deeper concepts, they have been used to
describe the concepts and display information.
With the advancement of the new technologies,
the text-to-image generation problem has become
an important area due to its applications in various
fields such as automated content generation. This
is a common field in various fields of science and
technology including computer vision and natural
language processing (NLP) [1].

One of the most common and challenging issues
in the field of NLP and computer vision is the
text-to-image generation. In this case, the goal is
to generate an image from the given description
automatically. From a high-level perspective, this
problem can be considered as an example of the
linguistic translation problem. In this way,
different concepts and information can be

expressed in two different languages, text and
image, and each can be translated into another.
However, these two issues are quite different from
a language translation. In fact, text-to-image
generation and captioning are considered the
multi-dimensional issues. For example, suppose
that we want to translate the simple phrase " this
is a beautiful flower" into French. In this case, a
limited number of wvalid sentences can be
presented as an acceptable translation, whereas if
we want to produce an image that fits this
sentence, a group of images may match it.
Although this multi-dimensional behavior also
exists in the problem of image captioning, due to
the coherence in the language, this problem is
simpler than the problem of text-to-image
generation. In the image-captioning problem,
previous words can also be used in order to
produce the next words, while this is not the case
for the text-to-image generation.
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In the matter of producing an image from a text,
there are two main purposes: 1) the generated
image should look as real as possible; 2) the
generated image should describe the description
of the input text. In the recent years, the
generative adversarial networks [2] have been
introduced that can produce a wide range of
content such as images, text, and audio [3-5]. In
this network, one deep neural network generates
fake data, and another deep network is responsible
for identifying whether the input data is real or
fake. The scope of operation can be used to create
an acceptable painting, poem, or piece of music
[6]. Most of the proposed models for the text-to-
image generation problem are designed based on
the generative adversarial networks (GANS) [7-9].
One of the basic models is StackGAN, which uses
a hierarchical method in order to generate an
image [8]. Then other models based on the
hierarchical methods have been proposed [10-12],
which have added the attention mechanism to be
able to produce images with a higher resolution
and quality.

Although these methods can generate acceptable
results, they still face challenges, which are listed
in the following two main cases. First, the final
generated images depend on the generated image
in the first step. The hierarchical method will not
be very successful if the first image is not
appropriate. The second challenge is that each
word in the input description contains a different
level of information for generating the final
image. The visual information should be aware of
the importance of each word in each step to
improve the generated image [7].

The methods presented so far have used only one
sentence in order to generate the initial images.
They use this sentence to improve the generated
images in the next steps. They have used one
sentence, while in the datasets used in this field,
there exist at least five descriptions for each
image.

In this paper, we introduce four different
hierarchical methods based on GANs. As
mentioned earlier, there exists more than one
description for each image so we use three
sentences to generate images and improve them.
Our purpose is to focus on using more information
from the training data to have higher resolution
images. The differences between the proposed
methods are 1) the way of selecting three
sentences from the descriptions that exist for an
image, 2) the approach of combining three
different selected sentences in order to generate an
image in the first step and improve it in the second
and third combination steps. The basic structure of
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all networks is in such a way that first we use one
sentence or a combination of the selected
sentences to generate a low-resolution image.
Then in the next two steps, the generated image
from the previous step will be improved by two
other sentences or a combination of them.

The structure of the existing memory provides the
conditions at each step to retrieve the information

that is more important for improving the
generated image based on the attention
mechanism.

In order to evaluate the performance of our
proposed models, several sets of experiments are
performed on the CUB-200 [13] and ids-ade [14]
datasets, and the quality of the generated images
is evaluated by the IS [15], FID [16], and R-
precision [7] metrics.

The main contributions of this paper are as follow:

e We present the hierarchical GANSs
combined with the memory and attention
mechanism using three sentences to
generate the higher resolution images.

e We introduce the loss functions that fit
our proposed models. These functions can
more accurately assess the relevance of
the generated images and the selected
sentences.

e« We focus on the new dataset, ids-ade,
which is more complicated than CUB-200
and contains more than one object.

In order to illustrate our proposed models, in

Section 2, we introduce the Generative

Adversarial Networks (GANs) and memory-based

structures. In Section 3, we briefly describe some

of the research works in this area. The details of

the proposed methods are in Section 4. Section 5

shows the experiment details. Finally, Section 6

presents the results of the experiments.

2. Preliminaries

This section provides the basic knowledge
required to better understand the proposed
models. At first, we describe the generative
adversarial networks, which is the base of our
models. Then we briefly show an introduction to
the dynamic memory and attention mechanism.

2.1. Generative Adversarial Networks (GANS)

GANs are a very popular group of generative
networks introduced in 2014 by Jan Goodflow [2].
These networks are based on the game theory
approach. One deep neural network called
Generator (G ) competes with another network in
the adversary process. Another deep network
called Discriminator (D ) tries to distinguish the
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samples generated from the G network and the
original data. The competition between these two
networks will ultimately lead to a better learning
and an improved performance for both networks.
Equation (1) shows the competition between D
and G , which is a type of Min-Max game.

V (D.G)=E, p, [LogD (x)]
+E,.p, [LOg (-G (2))]

In this equation, the first term is the entropy of the
real data passing through D , and the network D
tries to maximize it. In contrast, the second term is
the entropy of the random data passing through
G, and network D tries to bring it closer to zero.
The function of network G is quite the opposite of
the behavior of network D, and it tries to
minimize the expression.

GANSs can also extend to the conditional networks
if both the generative network and the
discriminative  network  contain  additional
information. The condition can be any kind of
auxiliary information such as class labels or any
other data. This condition can apply as an
additional input layer to both the G network and
the D network. Both networks use these additional
inputs to configure and learn their parameters. In
the text-to-image generation problem, the
condition of the generative network is the input
text.

1)

2.2. Deep attentional Multi-modal Similarity
Model (DAMSM)

The DAMSM model [11], with a text encoder and
an image encoder, maps the words in the sentence
and different regions of the image into a common
space, and then it can calculate the text-image
similarity. A text encoder is a bi-directional Long
Short-Term Memory (LSTM) [17]. Bi-directional
LSTM is a special type of recurrent neural
network that can extract semantic vectors from the
input  description and learn  long-term
dependencies. In this network, each word
corresponds to two hidden states that are in two
directions, and the concatenation of these two
vectors represents a semantic representation of the
word. Each word in the description is the vector

e eR™T  where T is the number of words in the
description and D is the length of the word feature
vector. The concatenation of the last hidden state
of the bi-LSTM models is the sentence feature
vector.

The image encoder is a Convolutional Neural
Network (CNN) layer called Inception-v3 [18].
The resulting matrix of Inception-v3 contains the
features related to the image regions. Each region
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of the image is the vector f e R""®  where R is
the number of image regions and N is the length
of the feature vector of each region. The last
average pooling layer of Inception-v3 is the global
feature vector of the whole image. Finally, in
order to calculate the similarity of image regions
and sentence words, the text and image feature
vectors are mapped to a common space with equal
dimensions using a perceptron layer.

2.3. Dynamic Memory Networks

A memory-based network [19] first stores the
information in the external memory, and then uses
the information in the next steps. In the recent
years, some of these networks have been used in
the structure of GANs using the key-value
memory [20]. In this model, each value of the
memory module has a weight called the memory
key, which is used when calculating the output. A
dynamic memory-based network [19] is a network
that has been used in the recent research works on
the text-to-image generation problem.

In this model, in each step, the words that are
most relevant to the generated image are written
in the memory. Thus, the generated images are
more relevant to the input description. When the
model is reading the memory, the image feature
vector is used in the form of a query to retrieve
information from the memory. In the next steps,
the model uses the retrieved information from the
memory to improve the quality of the initial
image.

3. Related Works

Generating images from the text is a hard and
complex problem in the fields of machine learning
and computer vision that has been considered over
the recent years. We have divided the research
works in this field in two categories, as follow:

3.1 Traditional Text-to-image Retrieval

The early methods [20, 21] used a combination of
search and supervised learning methods to retrieve
the images related to the input text. The strategy is
to calculate the correlation of the words in the text
and the image regions, and select the more
relevant words. The model then uses the selected
words in order to retrieve the most relevant
images. The problem with this solution is that it
cannot generate the images with a new content.

3.2 GAN-based Text-to-image Generation

For the limitation of image retrieval, in the recent
years, many types of research works have been
introduced to solve the text-to-image generation
problem with GANs [8, 9, 11, 12]. The research in
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generative models has advanced significantly, and
delivers solutions to learn from the training
images and produce a new visual content. These
methods are known as the multi-dimensional
methods that combine the features of different
models, algorithms, and ideas to improve
problem-solving [10, 23]. In 2016, Reed et al. [7],
for the first time, introduced a new architecture
for image modeling that could transfer the
characters to pixels using GANs. Their proposed
model can produce plausible images of flowers
and birds with a resolution of 64x64. Their
proposed method cannot show the small details of
the objects in the images like bird eyes. Their
model also cannot generate higher resolution
images such as 128x128. They tried to generate
images by one GAN network in just one step, and
it was the limitation of their method because they
were not able to add more details to the generated
images.

In order to solve that limitation, Zheng et al. [8]
proposed a model called StackGAN that, for
generating higher-quality images, divides the
problem into two smaller sub-problems and solves
them using GANSs. In the first step, the model
specifies the initial form and color of the objects
in the text, and the output of this step will be a
low-resolution image. In the second step, the
model gets the generated image of the previous
step and the text as the inputs to improve the
image and to generate a high-quality image. They
repeat this strategy for the third step to improve
the resolution of the image. They use multiple
GANSs embedded in a tree structure to improve the
resolution of the generated images in the GAN
network. On the other way, this method generates
images at different scales from different tree
branches.

After that, many studies used the generative
adversarial network hierarchically in order to
generate the images with a higher quality [11, 12].
As mentioned earlier, in this process, first, the
model generates a low-quality image, and in the
next steps, improves the quality of the generated
image. StackGAN uses the GAN network in the
next two steps, and after generating the initial
image, in the second step, again by using the
GAN network, it produces the image with a
resolution of 128x128. The second version,
called StackGAN ++ [9], introduced a tree
structure instead of the GAN grid in order to
improve the image and use it in several steps to
generate an image with a higher quality.

After that, Tao Xu et al. introduced the AttGAN
network [11]. It is similar to the two networks
mentioned in that it also uses the attention
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mechanism. The method of this network is that in
the first step, based on the embedding of the text
related to the whole sentence, the model generates
a low-resolution image. In the next steps, the
model improves the initial image with the
attention mechanism. The attention mechanism
retrieves the more important words in the input
text. With this process, we first have an overview,
and then the details will be added to the image
over time. Using the attentional GAN was a very
important contribution, allowing the model to
focus on a specific region in the generated image
and improve that region. Another worthy
contribution of their model is to use DAMSM we
described in Section 2.2. They used DAMSM
after the result of the final stage to calculate the
similarity between the generated image and the
text embedding at both the sentence level and the
more fine-grained word level.

After AttGAN, Zhang et al. proposed
hierarchically-nested adversarial network
(HDGAN) [1] in order to tackle the difficult
problem of dealing with the photographic images
from the semantic text descriptions. The main
contributions of HDGANs include the
introduction of a visual-semantic similarity
measure.

In the networks mentioned so far, the final image
quality depends on the quality of the initial
generated image. If the initial generated image is
not of acceptable quality, in the next steps, the
model cannot improve the quality of the image
well. In order to solve this problem, in 2019, Zhou
and colleagues introduced the DM-GAN network
[12]. The network improves the quality of the
initial generated image using the dynamic key-
value memory [20]. The memory module uses the
initial image features as the search key. The
model selects the words associated with the
generated image dynamically at each step and
writes on the memory.

Since generating high-resolution images is a
difficult problem, the models we mentioned are
trying to enhance the resolution of GANs. Our
proposed model is also in this way, and is trying
to generate the images using different GAN
models in different steps.

Besides, there are some other models that use
other methods. For example, in 2020, Jing Yu
Koh et al. proposed a sequential model called
TRECS [24]. TRECS uses the descriptions to
retrieve the segmentation masks and predict the
object labels aligned with mouse traces. The
model selects the position of the masks using
these alignments, and generates a fully covered
segmentation canvas. In the last step, the model
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uses the generated canvas as an input of a
segmentation-to-image generator in order to
generate the final image. As these methods are not
the basic of our model, we just mentioned one
sample.

Given the recent advances in the use of the
hierarchical structure of GANs and dynamic
memory in solving the problem of text-to-image
production, we propose a method based on this.
Unlike the other methods, our proposed method
uses three sentences instead of one in order to
produce and improve the image.

4. Our proposed Methods

Our proposed method is a multi-sentence
hierarchical generative adversarial network
(MSH-GAN) for the text-to-image generation
problem. In this paper, we look at two key
options: 1) produce a higher quality image in the
first step, and 2) use two additional sentences to
improve the original image in the next steps. In
order to achieve the first, we use two additional
sentences to generate the initial image.

In the datasets in this field, there are at least five
descriptions for each image. In order to achieve
the second goal, unlike the previous works that
have used only one sentence to generate and
improve the image, in this work, we use three
sentences. Due to the high volume of calculations
and the requirement for a more powerful
hardware, it was not possible to perform the
experiments with five sentences. In the following,
we first describe the different architectures we
have proposed. After that, we introduce the cost
function provided for the proposed models.

4.1 Model Architecture

The proposed model is a hierarchical model that
generates the image from low to high resolution.
First, the model generates an image containing the
generalities related to the description, and then the
details will add to it. The hierarchical architecture
has made a significant progress in the recent years
[25-27]. We have presented and tested five
different models and architectures, as follow:

1- MSH-BASE

2- MSH-CAT

3- MSH-SUM

4- MSH-Hybrid-V1

5- MSH-Hybrid-V2

As mentioned earlier, we use three sentences to
generate the image in all models. One challenge
for our problem is to choose three sentences out of
five. We tested three different strategies for each
one of the above models, which are listed below:
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e (CS123: the first three sentences in the training
data in the same order.

e CSIRR: the first sentence is the same as the
first sentence in the training data, and the two
other sentences are selected randomly from
the remaining four sentences.

e CSRRR: the three sentences are selected
randomly from the five training sentences.

For all the proposed models, the text encoder, a

Bi-LSTM model, generates the text embedding of

the input description. The number of texts

embedded in the training dataset is small. In order
to increase the generality of the output model, the
text embedding of the first step is sent to the
conditional augmentation module [8] to generate

the additional conditional variables. The
conditional variable of this module is taken from
the Gaussian distribution space

N (u(0). D (@)); @ is the text embedding
related to the input sentence, andu(g)and

Z(got)) are the mean and covariance of the

embedding vector, respectively. In this way, the
problem of overfitting is reduced, and we will
have a more powerful model.

In the next steps, instead of text embedding at the
sentence level, we use its feature vector at the
word level. Then the feature vector of the image
produced in the previous step and the text
embedding of the input are given to the dynamic
memory to retrieve the words that are more
important for improving the initial image. At this
step, the generator generates al28x128 image
using the attention mechanism. This process is
repeated in the next step using the third input text
to generate an image with a resolution of
256x256. In the next sub-sections, we will
describe the proposed models in details, and show
the results obtained in the next section.

4.1.1. MSH-BASE Model

In this model, the first three sentences are selected
from five sentences. In the first step, the feature
vector of the first sentence at the sentence level
passes through the conditional module, joined to
the noise vector, and then sent to the generator
network in order to generate the image in the size
of 64x64. In the second step, the second
sentence at the word level and the initial generated
image are given to the second generator network
in order to generate an image with the quality of
128x128. The third step receives the image
produced in the second step and the feature vector
at the word level for the third sentence. The third
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generator network generates an image with a
quality of 256x 256.

4.1.2. MSH-CAT Model

In this model, after selecting three sentences, the
feature vectors related to the three sentences are
joined at the sentence level. The vector resulting
from the conditional module is passed, and then
connected to the noise vector and given to the first
generator network in order to generate the initial
image in the first step. Then for the second step,
the feature vector of the second sentence at the
vocabulary level is given to the second generator,
and this process is performed for the third
sentence. The logic used in this and the
subsequent methods is that the sentences in the
ids-ade dataset are independent from each other in
that each sentence describes a different object. As
mentioned earlier, in the first step, the main
structure of the initial image is generated. Thus,
we concatenate the feature vectors of three
sentences to retrieve more knowledge for
generating the initial image.

4.1.3. MSH-SUM Model

This method is similar to the MSH-CAT model,
except that instead of concatenating the feature
vectors of three sentences, the feature vectors are
added together at the sentence level. First, the
feature vectors are added together, passed through
the conditional module, and then joined by a noise
vector, and the rest of the path is similar to the
previous method.

4.1.4. MSH-Hybrid-V1 Model

In this method, we propose to use all the
knowledge of three sentences for all three steps.
For this purpose, we first pass the feature vector
of each one of the three sentences at the sentence
level separately from the conditional module. We
combine the resulting three vectors with the noise
vector, and the first generating network produces
the initial image based on this vector. In the next
step, the network uses the feature vector of the
second sentence in order to improve the quality of
the initial image. The third sentence is also used to
improve the image produced in the second step.
The difference between this method and the
MSH-CAT category is that instead of first joining
three sentences together and passing through the
conditional module and then connecting with the
noise vector, each one of the sentences passes
through the conditional module separately, and
they are then joined together and connected to the
noise vector.
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4.1.5. MSH-Hybrid-V2 Model

This method is similar to the previous one, except
that instead of joining three sentences and using
them directly, the most effective words are
selected from the whole three-sentence words
using an attention mechanism. The method is that
first, the feature vector related to the sentences are
joined together, and then the network based on the
attention mechanism selects 15 words; 15 is the
mean length of the sentences in the dataset.

4.2 Cost Functions

The cost function for the generator and the
discriminator are defined separately, which are
described below.

The cost function of the generator consists of
three parts, which are given in Equation (2).

L =L +AbLca + ALoamsm @
In this relation, L is the sum of the cost functions

of the three generators in the proposed networks,
each one of which is obtained from Equation (3).
1 u
I-Gi :_EEP{QPGi Dic(loi/()_ .
1 c
5 E, D (%q)

The first expression in this relation represents the
conditional cost function, and the second
expression represents the unconditional cost
function. The unconditional cost function tries to
make the generated image look as real as possible.
The conditional function tries to increase the
compatibility of the generated image with the
input text.

The second statement in Equation (2) is the cost
function for the conditional augmentation module
[8] mentioned in Section 4.1, and is given in
Equation (4). This relationship is the criterion of
Kolbeck-Labler divergence, and shows the
similarity of the conditional module distribution
behavior with the normal distribution.

Lea =Dy (N (,u((Pt)’Z(ﬂ((l’t )PN (0,1 ()
The third expression is the DAMSM cost function
[11], which shows a measure of the relationship
between the generated image and the input
description. This phrase evaluates the relationship
between the input description and the image
produced at the sentence level and at the word
level.

The cost function for each discriminator is
obtained independently according to Equation (5).
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Ly, :%[E% . max(0.1-D (1,))+
E,.. max(0.1-D;(l,,p )]+

i+ Udata;

%[E i, MX(0.1-D* () + 5)

E g, Max(0.1-Df (1% ¢))]
E g, Max(0.1-D; (%))

1
In the above relation, ¢, is the input description,
I, is the original image related to the description

in the training data, and Ioi/ois the generated image

in step 1. It should be noted that the last phrase
indicates the relationship of a wrong sentence
(sentences from another description of the input of
the training data) with the input image, which
improves the learning power.

5. Experiments

The experiments were conducted in PyTorch on a
cluster plat-format in the University of
Copenhagen. For all models, we used the pre-
trained Bi-LSTM with a size 256. In the CUB-200
dataset, for image encoding, we also used the pre-
trained Inception-v3 model. Since the images of
the ids-ade dataset were different from the
ImageNet data, we fine-tuned Inception-v3 as an
image encoder for the ids-ade dataset. In the
learning process, ADAM was used as an
optimizer with a batch size of 10. The number of
iterations for the CUB-200 data was 600, and for
the ids-ade data was 2000.

5.1 Datasets

In order to evaluate our proposed models, we
carried out the experiments on the two datasets
CUB-200 [13] and ids-ade [14]. In order to follow
one of our goals, we used ids-ade with more
complexity, objects, and details. Ids-ade had 3528
training data and 441 test data. This dataset had
five dependent descriptions for each image. The
first sentence was a general description of the
image, which usually refers to the category to
which the image belongs. An example of an
image with its descriptions of this dataset is
shown in Figure 1. As mentioned earlier, the
present work is the first study to use the ids-ade
dataset in this area.

5.2 Evaluation Metrics

We quantified our proposed models in terms of
Inception Score (IS), Frechet Inception Distance
(FID), and R-precision. Each model generated
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30,000 images conditioning on the text
descriptions from the test set for evaluation.

In GANS, the IS score [15] is used to evaluate the
quality and variety of the generated images. This

metric was calculated by Equation (6).
IS (G) = eXp(Ex | Py DKL(p(y |X) Pp(y))) (6)
In this equation, the termp(y |X)means the

conditional distribution of y concerning X , in

which y is the label predicted by the Inception-v3
model. According to Equation (6), the closer the
distribution of the generated images to the
distribution of the training data has a greater IS. A
large IS means that the generated outputs have a
high diversity of images for all classes, and each
image clearly belongs to a specific class. The IS
score has no control over the degree of similarity
of the generated images to the training images,
and it just calculates the quality of the generated
images. Therefore, we used another metric, FID,
in order to overcome this limitation.

FID [16] computes the Frechet distance between
the generated images and the real-world images
based on the extracted features from an Inception-

v3 network. FID is calculated by Equation (7).
F(r,g)=Pu, —u, P +race(Z, +X,

y (7)
- 2(2r +Zg) 2)

1: This is a large bedroom with two large windows, a bed,
and a two person chaise lounge.

2: The windows have striped curtains in front of them and a
curtain rod that goes over both windows.

3: There is a ceiling light and fan in the center of the room.
4: There are two large pictures above the bed and dark col-
ored nightstands on both sides.

5: There are table lights on the nightstands and several plants

throughout the room.

Figure 1. An example of the ids-ade dataset.
In this equation, I and g refer to the real images
and generated images, respectively; g, and 4,

refer to the feature-wise mean of the real and
generated images; and X, and X, are the
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covariance matrix for the real and generated
feature vectors, often referred to as sigma. A
lower FID implies a closer distance between the
generated image distribution and the real-world
image distribution.

Since these metrics cannot find the dependency
between the generated image and the input text,
the R-precision [7] measure is introduced. The R-
precision is measured by retrieving the relevant
text given an image query. We computed the
cosine distance between a global image vector and
100 candidate sentence vectors. The candidate
text descriptions included R ground truth and
100-R randomly  selected  mismatching
descriptions. For each query, if r results in the
top R ranked retrieval descriptions are relevant,

then the R-precision is %Q In practice, we

compute the R-precision with R =1.

5.3. Experimental Results and Analysis

As described in Section 4, we have five different
models. In this section, we show our evaluations
in terms of the three measures we mentioned. We
have to mention that for any one of our models,
the mean time for training was nine days, and the
mean test time for generating the images and
evaluating the metrics was one day with the
hardware we had access from the University of
Copenhagen.

For the first step, we run all our proposed models
with different variants involving CS123, CS1RR,
and CSRRR to see which one of our models was
the best model. All the variants were done on the
ids-ade dataset. Table 1 shows the results of the
experiments for all the proposed models. We have
to mention that we run an extra version for the
MSH-Hybrid-V1 and MSH-Hybrid-V2 models
called ‘Single’. We proposed this version to use a
three-sentence knowledge for generating the
initial image, and also for improving the images in
the second and third steps. This version is an
enhanced version of MSH-Hybrid-V1-CSRRR,
except that it does not use the second and third
sentence feature vectors at the word level to
improve the images in the second and third steps.
Instead, it uses the same feature vector as the first
step.

Table 1 shows that “MSH-Hybrid-V1-Single” is
the best model. This model has the highest value
for R-precision and IS as well as the minimum
value for the FID criteria, and we choose it as the
best model. Figure 2 shows the evaluation values
for the best iteration. As mentioned earlier, this is
the first time that the ids-ade dataset has been
used for the text-to-image generation problem.

Table 1. Results of our models on the ids-ade dataset.

Model Version FID| IST  R-precision|
CS123 2072 399 0.6583
I’;"Asg'é CSIRR 2405 404 0.6692
CSRRR  17.32 411 0.7036
" CS123 2368 454 0.6968
O CSIRR 2084 473 0.7057
CSRRR 2409 456 0.7182
Cs123 1761 427 0.677
VS CSIRR 1568 385 0.7087
CSRRR 2267 405 0.7003
Cs123  17.76 453 0.7426
H'\;A/SEQ- CSIRR 3183 423 0.7462
o CSRRR 1819 453 0.7574
Single  17.76 5.7 0.7973
H'\ﬁ;'&- Single 3144 491 0.9764
o CSRRR 4252 493 0.6469

Therefore, in order to compare our proposed
model with the previous methods, we propose two
solutions, which are explained in the following.
For comparison with the other models, we
selected our best model, which was “MSH-

Hybrid-V1-Single”.

ik

IS (fine)

Reprecision
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Figure 2. Best iteration evaluation results for the
proposed models.

First approach: In this approach, we run one of
the best models in this area, called the DM-GAN
model, on the ids-ade dataset. We used the
corresponding code, which was available online
on GitHub (https://github.com/MinfengZhu/DM-
GAN). Since the DM-GAN method uses only one
sentence to generate the image, we used two
methods for selecting the sentence: 1) random
selection (DM-GAN-CSR) and 2) first sentence
selection (DM-GAN-CS1). Table 2 shows the
values of IS and R-precision for DM-GAN along
with our best model.

As shown in Table 2, our proposed model
performs better, and for the ids-ade dataset, it
produces higher quality images, and the generated
images have a better relation with the input text.
On the other hand, for the DM-GAN model, the
DM-GAN-CSR version, which randomly selects a
sentence, performs better than the DM-GAN-CS1
version, which uses only the first sentence. This
result was predictable because, as mentioned
earlier, the first sentence in this set of data
contains general information that usually refers to
the image category, while the rest of the sentences
describe the objects with more details in the
image.
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In the picture, you will see a window on the left side.

There is a light on top of the table.

There is a large full-length mirror to the left and a blue towel handing beside the mirror.

DM-GAN- L
CSR )
-
MSH-
Hybrid-V1- m ‘W
single

Figure 3 shows an example of the generated
images for the best version of the DM-GAN
model and our best model for the ids-ade dataset.

Table 2. Comparison of MSH-Hybrid-V1-Single model
with DM-GAN model on the ids-ade dataset.

Figure 3. An example of the generated images of DM-GAN-CSR and MSH Hybrid-V1-Single for the ids-ade dataset.

Model R-precision? 1St
DM-GAN-CSR 69.73 4.61
DM-GAN-CS1 65.3 4.35
MSH-Hybrid-V1-single 79.73 5.17
Second approach: In this approach, we
implemented our best proposed model, MSH-

Hybrid-V1-single, on the CUB-200 dataset, and
compared the results with the state-of-the-art
methods. Table 3 shows the results of three
evaluation metrics. For FID and IS, we used the
pre-trained Inception-v3. The values for the other
methods were derived from the results published
in the related articles. Table 3 shows that our
proposed method on the CUB-200 dataset has

better values for R-precision and IS than the other
methods. DM-GAN has the best value for FID but
our proposed method has a small distance ratio
with that.

Table 3. Comparison of the proposed model with the
state-of-the-art methods on the CUB-200 dataset.

Model R-precisiont  FID| 1S
GAN-INT-CLS [7] - - 2.88
GAWWN [1] - - 3.62
StackGAN [8] - - 3.70
AttnGAN [11] 67.82 2398  4.36
DM-GAN [12] 7231 16.09 475
MSH-Hybrid-V1-single 79.27 18.04  4.80

Based on the results obtained, we think that DM-
GAN works better because the descriptions on the
CUB-200 are not very different, and using three
sentences does not improve the results than the
models that only use one sentence. Figure 4 shows
two examples of the generated images by our
proposed model and the DM-GAN model.

Example 1:
This is a grey bird with dark grey wings and an orange beak.

This bird is brown and white in color with a sharp beak, and brown eye rings.
This bird has wings that are grey and black and has an orange bill.

amgan_pre
i

DM-GAN

MSH-
Hybrid-V1

Example 2:

This bird has wings that are black, and has a white belly.

This swimming bird has a multi-colored crown, brown black and grey.

This bird has a red eye and a long white neck.
dmgan

DM-GAN

MSH-
Hybrid-V1
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Figure 2. Examples of the generated images of DM-GAN-CSR and MSH-Hybrid-V1-Single for the CUB-200 dataset.
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For each example, the first row contains three
descriptions that have been selected randomly for
our proposed method, and the first of these three
sentences has been used for the DM-GAN
method. Each example was executed ten times,
and in each row, ten resulting images were
displayed for that input text.

7. Conclusions

In this paper, we introduced different hierarchical
memory-based methods using  Generative
Adversarial Networks (GANSs) in order to solve
the text-to-image generation problem. Compared
to the previous models, we used three sentences
instead of one sentence to generate the images.
We trained our models on the ids-ade dataset. The
ids-ade dataset is a complex one, and it includes
the images with more than one object and details
that are more complicated. We tested our models
on the CUB-200 and ids-ade datasets in terms of
different measures in order to evaluate the quality
of the generated images and the relation between
the generated images and the input texts. The
experimental results obtained show that our best-
proposed method performs better than the
previous methods. Despite the improvements, the
proposed model still faces challenges. The results
obtained are particularly sensitive to the type of
sentence selection for the ids-ade dataset, where
the descriptions are dependent. The ids-ade
dataset we used in this field for the first time has
fewer training examples than the other datasets
previously used in this field. This challenge makes
the training more difficult for the GANs network.
Therefore, in some cases, our proposed model
cannot produce an image of high quality. At the
beginning of this research work, we were thinking
of using five sentences instead of three but there
were more than 25 million parameters for
learning, and we had a GPU limitation, and we
just used three models.

In this area, the hardware limitation is one of the
main problems. Not having enough data for
training and time-cost were the other challenges
we had in this research work. In the future, we
will try to design a more powerful model to
generate the initial images with a better quality.
We used a simple attention mechanism for one of
our proposed methods. We will also try to use an
attention mechanism that can help the training
phase of the model more. We will try the
parameter sharing method in our models in order
to make our model simpler and see if we can use
more than three sentences to improve the quality
of the generated images.
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