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 Image colorization is an interesting yet challenging task due to the 

descriptive nature of obtaining a natural-looking color image from any 

grayscale image. To have a fully automatic image colorization 

procedure, we propose a convolutional neural network (CNN)-based 

model to benefit from the impressive capabilities of CNN in the image 

processing tasks. Harnessing from the convolutional-based pre-trained 

models, we fuse three pre-trained models (VGG16, ResNet50, and 

Inception-v2) in order to improve the model performance. The average 

of three model outputs is used to obtain more rich features in the 

model. We use an encoder-decoder network to obtain a color image 

from a grayscale input image. To this end, the features obtained from 

the pre-trained models are fused with the encoder output to input into 

the decoder network. We perform a step-by-step analysis of different 

pre-trained models and fusion methodologies to include a more 

accurate combination of these models in the proposed model. Results 

on the LFW and ImageNet datasets confirm the effectiveness of our 

model compared to the state-of-the-art alternatives in the field. 
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1. Introduction 

Image colorization consists of automatically 

adding color to a grayscale or black-and-white 

image without a direct human assistance. In other 

words, it contains the color assigning to each pixel 

in the grayscale image. This is easy in the human 

mind. For instance, the person simply understands 

that the color of the sky is blue. In this way, 

she/he restores the rest of her/his mind, and 

applies the color to the image. Thus the result is 

acceptable and desirable but when we have a 

grayscale image, we will take a brief look at it 

since our understanding of a color image is much 

larger than an image with a grayscale one [1]. It is 

also noteworthy that the human eye can 

distinguish millions of colors, while it can only 

detect about 20 to 30 levels of the grayscale 

spectrum [2]. 

The colorization of the grayscale image is a 

challenging research area because there are no 

plausible colors in some scenes and images 

without any prior knowledge. Furthermore, some 

objects do not have a homogenous color in the 

adjacent pixels. Also some objects can have 

different colors at different times without any 

change in their appearance (see Figure 1) [3]. 

Automatic image colorization includes adding 

colors to grayscale images without a direct human 

assistance. There are many interesting 

applications for image colorization such as an old 

movie or image colorization [4], distinguishing 

the tissues from each other in a medical image [5], 

and better analysis of satellite imagery and image 

compression [6]. In many problems, we are 

required to predict the pixel values in different 

parts of the input images and exploit information 

from these parts. In this way, automatic image 

colorization can help to facilitate the processing 

procedure of this mechanism. With the advent of 

Artificial Intelligence, especially deep learning in 

the recent years, many research areas benefit from 

the impressive advantages and capabilities of 

these techniques such as computer networks [7-

11], computer vision [12-19], speech recognition 

[20], and natural language processing [21]. While 

some works have been proposed for image 

colorization using deep learning techniques [22-
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27], there are still some challenges in this area that 

are required to be resolved. This is a very difficult 

task since it is an ill-posed problem that usually 

needs the user assistance in order to achieve a 

high quality. In this work, we are in line with the 

previous deep-based models, and benefit from the 

deep learning techniques for automatic image 

colorization. In order to propose a fully automatic 

approach capable of generating a real colorization 

of an input grayscale image, we propose a 

Convolutional Neural Network (CNN)-based 

model including three parallel CNN models to 

benefit from the fused features of these models. 

Our contributions can be listed as follow: 

 A deep hybrid model including three parallel 

CNNs and an encoder-decoder network is 

proposed for automatic image colorization. 

Our model is simple yet efficient that benefits 

from the complementary features of three 

pretrained models. 

 We analyzed different fusion methodologies 

and pre-trained models in order to obtain the 

most accurate one to use in the model.  

 Benefiting from the deep learning capabilities, 

the proposed model outperforms the state-of-

the-art alternatives in automatic image 

colorization. 

The rest of this paper is organized as what 

follows. The related works are introduced in 

Section 2. The proposed model is described in 

detail in Section 3. The experimental results are 

provided in Section 4. Finally, we conclude the 

work in Section 5.  

2. A Brief Introduction to CNN 

A CNN is a Neural Network (NN) including one 

or more convolutional layers that has been 

introduced in 1995 by Yann LeCun and Yoshua 

Bengio [28]. A convolution is inherently sliding a 

filter over the input. It is a specialized kind of 

linear operation. Generally, CNN is a particular 

kind of NN for processing the data that has a grid-

like topology. It is similar to ordinary NN, and 

includes some neurons that have learnable weights 

and biases. Each neuron receives some inputs, 

performs a dot product, and follows with a non-

linearity. The main intuition behind that is to look 

at the smaller portions of the image instead of 

looking at an entire image in one glance. Different 

layers such as convolution, Fully Connected (FC), 

activation, dropout, and pooling are used in a 

CNN. The CNN-based models successfully 

outperform the state-of-the-art alternatives in 

many practical applications such as image 

processing [29, 30] and classification [12-18].  
 

3. Related Work 

Current works in image colorization can be 

grouped into three categories: scribble-based 

models, example-based models, and learning-

based models. While the first category employs 

the color interpolation techniques based on the 

color scribbles provided by a user, the example-

based models transfer the color information from 

a ground truth image to a target grayscale image. 

The learning-based models use a learning 

procedure for the image variables corresponding 

to the image color. Among these categories, the 

learning-based methods have attracted high 

research interests in recent years with the advent 

of deep learning techniques. Deep learning 

obtained an outstanding superiority over other 

machine learning algorithms in various artificial 

intelligence domains [12-19]. 

The first category of image colorization models 

needs a user to manually add colored marks to a 

grayscale image and then smoothly propagate 

them across the whole image, based on an 

optimization method. A major weakness of this 

category is that it needs user intervention to 

provide the colored marks on the grayscale image. 

This is time-consuming and needs expertise that 

makes it hard to include these annotations in a 

large amount of data.  

In the second category, the color information is 

transferred from a reference image to the 

grayscale image without any user intervention. 

Since the methods of this category need an 

accurate feature matching between the reference 

image and the corresponding grayscale image, 

satisfactory results cannot be achieved if feature 

matching is not performed precisely [31]. Image 

brightness and contrast are two crucial factors in 

this category.  

In the third category, the color values are 

estimated using the learning process applied to the 

training images [22-26]. One of the learning-

based methods is the neural network, where color 

images are firstly trained according to their color 

values. After that, the grayscale image is fed into 

Figure 1. Possible different colors for an image. 
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the trained network to predict the color values. 

The methods of this category are effective yet 

computationally expensive [31]. For example, 

Baldassarre et al. proposed a deep-based model by 

combining a shallow CNN with the 

InceptionResNet-v2 pre-trained model. This 

model is able to process images of any size and 

aspect ratio. Based on the results obtained, the 

proposed model achieves the “public acceptance” 

of the generated images using a user study [32]. A 

feed-forward and two-step CNN-based model 

[22], a deep-based model using VGG16 with the 

loss of cross-entropy [23], a CNN-based model 

for image colorization using the CIELUV color 

space [25], an end-to-end CNN-based model 

using a style transfer method to use the global 

features of the image [25], a deep-based model to 

predict the per-pixel color histograms of the input 

image [1], and a four-steps deep model [26] are 

some of the proposed methods in this category. 

With the advent of deep learning in the recent 

years, CNN, as a deep-based model, has presented 

impressive capabilities in image processing.  In 

this way, we propose a CNN-based model for the 

automatic image colorization. The details of the 

proposed model is presented in the next section. 

 

4. Proposed Model 

Given the fact that the pixel color is highly 

dependent on the features of its adjacent pixels, 

using the CNN is a suitable option for image 

colorization. In the case of having only a black-

white or grayscale image, finding the exact color 

is complicated. There is not enough information 

for a network to estimate the pixel colors. For 

example, for a gray image of a car, there are 

several valid options for car color. To estimate a 

suitable color, we need more information to learn 

the model to match a grayscale input image to the 

corresponding color of the output image. One of 

the most successful learning-based models in 

recent years is the CNN model. CNN confirmed 

impressive capabilities in image processing. In 

this way, we propose a CNN-based model for 

automatic image colorization. Details of our 

model are explained in the following (See Figure 

2). 
 

4.1. Color Space 
Choosing an appropriate color space has an 

important effect on the image colorization. For 

example, the RGB color space does not work well 

in all ways. It is better to transfer the image into 

another color space. Among the color spaces, CIE 

Lab and YUV are used in many tasks. The color 

space CIE Lab is a color-independent model, 

independent of any particular device such as a 

printer, scanner, and display screen. It defines a 

comprehensive model that encompasses a wide 

color space. The RGB color space is not suitable 

for our goal due to the color distribution in all the 

three layers or channels. That is why it is better to 

use another color space where the intensity of 

light and color is separated such as YUV and CIE 

Lab. Among the existing color spaces, CIE Lab is 

most similar to the human visual system due to 

the color space structure. In this color space, L 

contains the light intensity values. Changing the 

color space has two important advantages. First, 

reusing the L layer in order to produce the output 

of the final image since the brightness does not 

change in the image. Secondly, there is no need to 

predict three layers or color channels.  
 

 

 

 

 

Figure 2. Proposed model including two pre-trained CNNs and an encoder-decoder network. 
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4.2. Training Phase 

The input layer of the proposed model is the 

grayscale layer that receives the grayscale image 

in order to obtain the corresponding color image 

in the output layer. In order to create the final 

color image, the L channel of the image is used 

again. The output of the convolution filters is also 

used to convert an input layer into two color 

layers. For this end, different filters are used and 

directed toward the output layer. In order to use 

the values in the error calculation, the target color 

values expected by the network should be normal. 

This is achieved using the Tanh activation 

function that holds values between -1 and 1. It 

performs the split operations into 128 values in 

the real values.  

In the next step, we transfer the color space from 

RGB to the CIE Lab space. While the light 

intensity layer is considered as the input layer, the 

other two layers are the target output for the 

network. Then the light intensity layer is 

converted into three layers to enter simultaneously 

into the model including the encoder model. The 

encoder part of the proposed model includes three 

parallel pre-trained models. Then the output of the 

encoder model, achieved from the three CNNs, is 

averaged and fused to the decoder part of the 

proposed model. Then after predicting the output 

values and the operation of increasing the sample 

of the network, the operation of the error 

calculation is performed and repeated. After the 

network training, the predicted output must be 

converted to the image. Since the output values 

are between -1 and 1, we are required to return to 

the CIE Lab space. To this end, the output values 

are multiplied by 128 in order to obtain the correct 

values. Then the network input is the intensity 

layer of the image. The values a, b, and the final 

image are saved after converting space from Lab 

to RGB.  

The proposed image colorization network consists 

of four main steps, as follow: 

 An encoder block that extracts the low-level 

features using the convolutional filters. 

 The CNN pre-trained models used to connect 

the high-level and low-level features using the 

fusion layer. 

 A fusion block that concatenates the encoder 

outputs and the output feature maps of the 

three parallel CNNs.   

 A decoder block to obtain the output image 

using the convolution filters and up-sampling 

method. 

The outputs of the fusion block are fed into the 

decoder block in order to obtain the color image. 

The Adam function is used as an optimizer during 

the optimization process. It should be noted that if 

the input images are very similar, the results 

obtained are very satisfactory. However, the 

model does not have accurate results for the non-

similar images. 

For the error calculation, the actual values for a, b, 

and their predicted values should be normalized 

between -1 and 1. While a ReLU activation 

function is used in the middle layers, in the last 

layer, the Tanh activation function is used. In 

order to normalize the real values of a and b, they 

are divided into 128 to be in the range of -1 and 1. 

By doing so, we will be able to calculate the error 

value. After calculating the final error, the 

network updates the filters so that the total error is 

reduced. Here, we define the error function of the 

model as follows: 

X k ji
X

k jibak
H
i

W
jHW

XC
~

),
(

,
2

},{ 1 12

1
),(      


     (1) 

where   refers to all the parameters of the model, 
X  is the original image, the X i,j value is referred 

to the pixel value in the original image, the  ̃ i,j 

value is referred to the predicated pixel value in 

the colored image, and ,H W are the height and 

weight of the original image. This equation is 

simply generalizable to batch. This will be 

obtained by averaging the cost of all images in the 

category. For each batch, we will have the 

following function: 
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      (2) 

where B  is a batch size. During training, this error 

is used in order to update the network using the 

Adam optimizer. 

 

4.3. Test Phase 

At this step, a quarter of all images were used in 

order to test the model. We performed the 

following steps to test the model: 

 Pre-processing: In this step, we normalized 

the input images, and then transferred them to 

the CIE Lab space. In this space, the light, 

color, and intensity layers are separated. 

These layers are simultaneously fed to the 

pre-trained models. 

 Prediction: In this step, the proposed model 

that is trained after 1000 epochs is used to 

estimate and predict the color values of the 

test images. 

 Post-processing the model output: After the 

previous step, the generated output only 

contains the values between -1 and 1. These 

outputs are required to be scaled to the color 

range of the CIE Lab color space. This is 
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achieved by multiplying the output values by 

128. 

 Output Image: In this step, the output values 

of 256 × 256 × 2 dimension are required to be 

added to the network input with the 256 × 256 

× 1 dimension in order to obtain an image 

with the 256 × 256 × 3 dimension. 

 Save the image: Finally, in order to save 

and view the output, the image created in the 

previous step is taken from the CIE Lab color 

space into the RGB space and then saved. 

 

5. Results  

In this section, we present the results achieved. 
 

5.1. Datasets 

One of the most important issues for any proposed 

model is to select an appropriate dataset for 

training. In most automatic image colorization 

methods, the ImageNet dataset [33] is utilized. 

One of the advantages of this dataset is the large 

number of images in different groups and classes 

(14.000.000 images). Furthermore, a free access 

to these images is the other benefit of this dataset. 

Also in order to test the effectiveness of the 

proposed system on the facial images, a collection 

of images of the people in the LFW dataset [34] is 

used. However, this dataset is used to identify the 

individuals. This dataset includes 13,000 human 

images with the upper body in various 

backgrounds. The advantage of this dataset is to 

provide a large number of face images with 

different backgrounds. A free access to it is 

another advantage of this dataset. Given that the 

images of this dataset have the 250 × 250 

dimension, we are required to resize them to input 

to the models. 

 

5.2. Implementation Details 

We used the Adam optimizer with an initial 

learning rate of 0.001μ. The model is trained on 

separately two datasets including 17,000 images 

from both datasets, three-quarters of the images 

are used for training, and the rest are used for 

testing. The size of the batch is also 20. In order to 

train the modal, GPU GTX 1080 is used. The 

number of training steps is 1000. 

 

5.3. Evaluation Metric 

There are several ways to compare two images 

such as the Structural Similarity Index Measure 

(SSIM), Mean Square Error (MSE), Mean 

Average Error (MAE), and Peak Signal-to-Noise 

Ratio (PSNR). Meanwhile, in the colorization 

problem, the MSE and PSNR criteria are 

considered as the most commonly used methods. 

Evaluation of the image colorization problem is 

not easy due to its descriptive nature. For 

example, it cannot be precisely determined by 

taking into account the MSE criterion because two 

images may have a small MSE value but the 

coloration is not done properly. For this reason, 

some articles [24, 26] have used a poll of users in 

order to evaluate the final coloring effect. We 

used the MSE and PSNR metrics in our 

evaluation, as Table 1 shows. In this table, we 

report the results of four models, the details of 

which are as follows: 

Model 1 [32]: This model is our baseline model. 

It includes an Inception-ResNet-v2 and an 

encoder-decoder model. 

Model 2: This model includes Inception-ResNet-

v2, VGG16, and an encoder-decoder model. 

Model 3: This model includes Inception-ResNet-

v2, VGG16, ResNet50, and an encoder-decoder 

model. 

Model 4 [23]: This model includes the VGG16 

model for image colorization.  

We performed a step-by-step analysis on our 

model. As the results obtained show, our final 

model, Model 3, presents a better performance 

compared to the other models. 

 

5.4. Comparison with Other Models 

The results of the proposed model with the state-

of-the-art models are shown in Figure 3, Figure 4, 

and Table 1. As one can see in these figures and 

table, the proposed method can colorize better 

than in some samples of the ImageNet dataset. In 

the LFW dataset, the proposed model is 

completely better. According to the values 

obtained from the criteria given in Table 1 and the 

observation of the results in Figures 3 and 4, the 

proposed system improves the colorization of 

images, especially the facial images. This comes 

from the fact that our model is simple yet efficient 

that benefits from the complementary features of 

three pretrained models as well as a well-suited 

fusion methodology. It should be noted that the 

empty cells in Table 1 are due to the 

unavailability of the results corresponding to that 

configuration.  
 

Table 1. Results of comparison of the proposed model 

with the state-of-the-art models on the LFW and 

ImageNet datasets. 

Model 
PSNR RMSE 

LFW ImageNet LFW ImageNet 

Model 1 [32] 0.334 0.331 - - 
Model 4 [23] - - - 0.299 

Model 2 (ours) 0.342 0.334 0.311 0.296 

Model 3 (ours) 0.356 0.342 0.291 0.294 
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Figure 3. Comparison of the results of the proposed model (Model 3) with [23] on the ImageNet dataset. For 

each example, four images correspond to the input image, results from [23], Model 3, and ground truth, 

respectively. 

 

Figure 4. Comparison of the results with state-of-the-art models: top-left: ImageNet, top-right, and top-

bottom: LFW. 
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 آمیزی خودکار تصاویر خاکستری با استفاده از مدل ترکیبی عمیقرنگ

 

 راضیه راستگو و پورراضیه همت، *کوروش کیانی

 .رانیدانشگاه سمنان، سمنان، ا وتر،یبرق و کامپ یدانشکده مهندس

 00/10/0100 پذیرش؛ 01/10/0100 بازنگری؛ 17/18/0101 ارسال

 چکیده:

پرطرفااار و در  یقااتیتحق هایاز حوزه یکی ،یخاکستر ریتصو کیاز  یعیطب یبا ظاهر یرنگ ریتصو افتیدر یفیتوص تیماه لیبه دل ریتصو یزیرنگ آم

 یعصاب هاایشابکه ،یخاکساتر ریاز تصاو یرنگا ریتصاو کیاروش خودکار جهت به دسات آوردن  کی یاست. به منظور ارائه زیحال چالش برانگ نیع

از قبال  یاز ساه ماال کانولوشان یبایمقالاه، ترک نیا. در اردیاگیمورد استفاده قرار م یقاتیتحق هایاز حوزه یاریبالا در بس ییتوانا لیبه دل ،یشنکانولو

 گشاارمز-شبکه رمزگاذار کیراستا،  نی. در اشودیاستفاده م، به منظور بهبود عملکرد مال Inception-v2و  VGG16 ،ResNet50مال  افته،یآموزش

 یباا خروجا یبه دست آماه از سه شابکه کانولوشان یخروج نیانگی. مردگییمورد استفاده قرار م یخاکستر ریاز تصو یرنگ ریبه دست آوردن تصو یبرا

از قبال  هاایالما یبر رو یگوناگون یزهایراستا، آنال نی. در اردگییشبکه رمزگشا مورد استفاده قرار م یو به عنوان ورود اهیگرد بیشبکه رمزگذار ترک

 ی، حااکImageNet و LFWداده  گااهیدو پا یبر رو یشنهادیبه دست آماه از مال پ جیانجام گرفته است. نتا هایژگیو بیترک هایو روش افتهیآموزش

 .باشایموجود م هایبا مال سهیاز بهبود عملکرد مال در مقا

 ، بینایی رایانه.Inception-v2آمیزی تصویر، رمزگذار رمزگشا، یادگیری عمیق، شبکه عصبی کانولوشنی، رنگ :کلیدیکلمات 

 


