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 Many real-world issues have multiple conflicting objectives, and 

optimization of the contradictory objectives is very difficult. In the 

recent years, the Multi-objective Evolutionary Algorithms (MOEAs) 

have shown a great performance in order to optimize such problems. 

Thus the development of MOEAs will always lead to the advancement 

of science. The Non-dominated Sorting Genetic Algorithm II 

(NSGAII) is considered as one of the most used evolutionary 

algorithms, and many MOEAs such as the Sequential Multi-Objective 

Algorithm (SEQ-MOGA) have emerged to resolve the NSGAII 

problems. SEQ-MOGA presents a new survival selection that arranges 

the individuals systematically, and the chromosomes can cover the 

entire Pareto Front region. In this work, the Archive Sequential Multi-

Objective Algorithm (ASMOGA) is proposed in order to develop and 

improve SEQ-MOGA. ASMOGA uses the archive technique in order 

to save the history of the search procedure so that the maintenance of 

the diversity in the decision space is adequately satisfied. In order to 

demonstrate the performance of ASMOGA, it is used and compared 

with several state-of-the-art MOEAs for optimizing the benchmark 

functions and designing the I-Beam problem. The optimization results 

are evaluated by the performance metrics such as the hyper-volume, 

generational distance, spacing, and t-test (a statistical test). Based on 

the results obtained, the superiority of the proposed algorithm is clearly 

identified. 
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1.Introduction 

Finding the optimal solutions for a problem with 

several conflicting objects (goals) is a difficult 

and complex issue [1-5]. For example, the design 

of centrifuge engines, economic problems, and 

many engineering designs are considered as a 

multi-objective problem. In the last decade, the 

use   of Multi-objective Evolutionary Algorithms 

(MOEAs) has been enormous to optimize the real-

world problems [6], which indicates the 

robustness and applicability of MOEAs. In many 

different fields in the world of science, or most 

cases, we are faced with multi-objective situations 

[7]. It is time-consuming to create a balance 

between the conflicting objectives through the 

trial-and-error methods and numerous 

experiments [8]. Therefore, the MOEA 

development will provide higher-performance 

solutions for the world of science. An MOEA 

optimizes a Pareto-optimal solution set. The 

performance of MOEA is: (i) a set of optimized 

solution converge to the Pareto Front, and (ii) 

optimize the solution covering the entire Pareto 

Front region, and the diversity is satisfied [9], and 

the performance of an MOEA is evaluated by the 

two mentioned reasons. The most important and 

commonly used algorithm for solving scientific 

problems is the Non-Dominated Sorting Genetic 

Algorithm II (NSGAII) [10]. Many researchers 

have solved the problems and upgraded this 

algorithm [1, 11]. NSGAII first corrected all the 
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problems with the predecessor algorithms [12, 

13]. It is based on elitism and the Genetic 

Algorithm (GA) [14]; the only feature of this 

algorithm is to provide the crowding distance (a 

survival selection operator), and the perturbation 

in NSGAII is in a large number of generations, 

individuals trend to the boundary solutions. In 

MOEAs, other evolutionary optimization methods 

such as Particle Swarm Optimization (PSO) 

instead of GA gradually were used [13, 15, 16]. In 

fact, these algorithms provide different methods 

for exploration (or mutation) and exploitation (or 

crossover) operators only. However, the survival 

selection is significant in an MOEA to converge 

close to the Pareto Front, which must carefully 

select individuals for the next generation from the 

offspring and parent community.  

The accuracy in choosing the next generation 

should be made in such a way that the diversity in 

the next generation is preserved well, and 

consequently, the exploration (mutation) and 

exploitation (cross-over) operations are not 

interrupted [17]. Many MOEAs such as NSGAII, 

over a few generations, obtain solutions, and these 

solutions (individuals) are non-dominated with 

each other. After that, this subset converges 

slowly to the Pareto Front. Indeed, the subject 

mentioned above is a problem in MOEAs. When 

an MOEA is carried out with several generations, 

all individuals occur in the non-dominant class or 

higher ranked class, and convergence takes place 

slowly from this point onwards. This problem is 

solved with Sequential Multi-Objective Algorithm 

(SEQ-MOGA) [18]. SEQ-MOGA presents a new 

selection operator that is called the Sequential 

Distance (SD); we will explain SD later. In this 

paper, the Archive Sequential Multi-Objective 

Algorithm (ASMOGA) is proposed. We try to use 

the archive concept in ASMOGA in order to 

improve the efficiency of SEQ-MOGA. The 

archive concept was first used by Knowles [19] in 

a multi-objective evolutionary algorithm. In the 

recent years, the archive concept in the literature 

has been very much considered to improve the 

performance of MOEAs [3, 20-25], and good 

results have been obtained by using it. The use of 

the archive causes the maintenance of diversity in 

the decision space, and the history of the search 

procedure is saved. The following subjects are 

clarified in the rest of this paper. We will briefly 

discuss about the well-known and state-of-the-art 

algorithms such as the non-dominant sorting 

particle swarm optimizer (NSPSO), Adaptive 

Weighted Particle Swarm Optimization 

(AWPSO), Fuzzy Multi-objective Particle Swarm 

Optimization (FOMOPSO), Non-dominated 

Sorting Genetic Algorithm II (NSGAII), and 

SEQ-MOGA (the basis of our proposed 

algorithm).The proposed algorithm, ASMOGA, 

will be fully expressed in Section 2. In Section 3, 

ASMOGA is compared with the other algorithms 

in order to optimize the test functions such as the 

ZDT1, ZDT2, ZDT3, and ZDT4 functions [20], 

and the I-Beam as a real problem [11, 26]. The 

performance metrics and the t-test (as a statistical 

test) are used to examine and to compare the 

efficiency of ASMOGA with other well-known 

algorithms. Finally, the conclusions of this work 

are drawn in Section 4. 

 

1.2. Related Literature Review 

In NSGAII [10], the children are first produced by 

the standard bimodal cross-over operator and the 

polynomial mutation operators. Then children and 

the parents are merged in a set, and this set is 

ranked according to the concept of dominance and 

divided into different sets. A new population is 

selected from the ranking sets. However, if the 

size of the last set that wants to be added to the 

end of the new population is greater than the size 

of the rest of the new population, then by the 

Crowding Distance (CD) operator, the individuals 

of this set will be assigned the fitness value, and 

then according to the fitness assigned to each 

chromosome, the set is sorted in a descending 

order. 

Finally, this sorted set is added to the end of the 

new population, respectively. AWPSO [16] is a 

multi-objective version of Particle Swarm 

Optimization (PSO) [27] that has the entire 

process of pure PSO but uses a dynamic formula 

to determine the fitness in a multi-objective 

solution space; for the next generation, it does not 

have enough diversity in the optimized solutions, 

and there is no innovation in the concept of 

domination. The Non-dominated Sorting Particle 

Swarm Optimizer (NSPSO) [28] uses all concepts 

of PSO, and all steps of NSGAII with the 

difference that the personal best of each individual 

is parent, and the offspring is a new movement of 

the parent. Also for assigning the fitness value, the 

Niche Count [29] and CD are used, and both of 

them are not significantly different to improve the 

diversity. The structure of the improved non-

dominant sorting algorithm [30] uses a new 

diversity operator to select the new population. In 
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the Pareto archived evolution strategy [19], the 

evolutionary strategy (1 + 1) -ES has been 

combined with the archive concept to improve the 

convergence. 

The Fuzzy Multi-objective Particle Swarm 

Optimization (FOMOPSO) [17] is an auto-tuning 

fuzzy controller, and has the process of PSO, and 

uses CD. It saves the non-dominated solution to 

the archive in each iteration for maintenance of 

the convergence. Sequential Multi-Objective 

Algorithm (SEQ-MOGA) [18] presents a new 

selection operator that is called the Sequential 

Distance (SD). In the next section, we will review 

a multi-objective problem, SEQ-MOGA, and the 

SD operator steps. After that, we will describe the 

proposed algorithm. 

 

1.3. A Multi-objective Optimization Problem 

A multi-objective optimization problem (MOP) 

has N variables and k objective functions; it can 

be defined as follows [8]: 

X
r

 is a vector with N  components: 

 1 2, , ..., NX X X X   
r

, and X
r

 is as a solution that 

we want to obtain the optimum values for the 

objective functions 
  , 1, 2, ...,if X i k    

r

 under the 

following constraint 
 ig X

 functions: 

 
min max

0,

, 1, 2, ...,

i

j j j

g X

X X X j N



      
 

(1) 

 

In MOPs, we wish to balance some entirely 

conflicting objects. MOPs can be solved using 

Evolutionary Algorithms (EAs), which means that 

EAs provide a bunch of solutions as optimized 

solutions for MOPs.  
 

1.4. Sequential Multi-objective Genetic 

Algorithm 

The Sequential Multi-Objective Genetic 

Algorithm (SEQ-MOGA) [18] is outlined in 

Algorithm 1. In step (7), the Sequential Distance 

(SD) is used for selecting the new population. In 

fact, after some generation in many MOEAs, all 

the optimization chromosomes are converged to 

the first class, and they are placed in the non-

dominated set. Therefore, in all MOEAs, the 

determination of fitness has a great impact on the 

convergence of the algorithm. 

The steps of SEQ-MOGA are explained in detail 

in Algorithm 1. In step (1), an initial population 

0
( )tP  of the individuals or chromosomes must be 

created, and these chromosomes present the 

solutions of an MOP. In step (2), the off-springs 

are generated ( )tC  via the mutation and the 

cross-over operators. 

 

Algorithm 1. SEQ-MOGA. 

1) Initialize a random population 
0

( )tP . 

2) Form new off-springs ( )tC  through parents using 

mutation and crossover. 

3) Mix ( )tP  with ( )tC . 

4) Separate ( )t tP C  into non-dominated sets. 

5) Add sub-sets to the new population until the last sub-set 
size is equal or more than the rest of the new population. 

6) If the rest of the new population is equal to the last subset 

size: 
      go to step (8). 

    else  

      go on to the next step. 

7) Sort the last subset using the sequential distance 

algorithm. Add the sorted sub-set to the new population. 

8) If the end conditions are satisfied): 
      go on. 

    Else, 

      go back to step (2). 
9)  End. 

 

In step (3), the parents and children are mixed and 

form a mixed population. In step (4), the 

individuals in the mixed population ( )t tP C  are 

hierarchically categorized into the dominant 

subsets based on the concepts of dominance [8]. 

Each sub-set is called Pareto front ( PF ). In steps 

(5) and (6), the individuals are selected from the 

highest dominant sub-sets to constitute the new 

population. This process continues until a sub-set 

has a size greater than the remaining of the new 

population (in Figure 1, the size of the 3PF  is 

greater than the remaining of the new population). 

In step (7), the sequential distance (SD) algorithm 

is used to select the remaining of the new 

population from the individuals in the sub-set 

3PF . In SEQ-MOGA, the SD operator assigns the 

fitness to the individuals of a last set. In NSGAII, 

the crowding distance operator is used instead of 

the SD operator, and the steps of SEQ-MOGA are 

similar to NSGAII. However, in NSGAII, after a 

few generations, the tow problems appear; 1) the 

convergence slows down, and 2) the individuals 

tend to the maximum and minimum values in the 

objective functions. These two problems have 

been solved in SEQ-MOGA by providing a SD 

operator. SD plays the role of a survival selection, 

and determines who to choose and stay for the 

next generation. 
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1.5. Sequential Distance (SD) Algorithm 

In SEQ-MOGA [18], all the individuals are firstly 

divided into sub-sets or classes based on the non-

dominated concepts (for example, Class 1 

dominates all the other members of the 

population, and so on). These sub-sets are added 

to the new population, respectively and so long as 

a set is larger than the rest of the new population 

(see Algorithm 1). At this stage, SD determines 

which members of the last set will be selected for 

the next generation by assigning the fitness value. 

SD algorithm is described in Algorithm 2. In fact, 

SD tries to select the individuals that stay in a 

sequential and regular distance. 

 In step (1), SD sorts the sub-set according to one 

of the objective functions ( mf ). For preserving 

the diversity, in step (2), SD assigns the most 

fitness to individuals that have 
min

mf  and 
max

mf  

the zero value is allocated to the minimum and 

maximum of mf  , and this means that these two 

individuals get the best fitness (the best fitness 

value in SEQ-MOGA is zero). After that, the rest 

of the individuals in this sub-set will get their 

fitness in the following steps (3 to 5). In step (3), 
m nea

md  is calculated. 
m nea

md  means that the best 

diversity is obtained when all the individuals are 

placed among the maximum and the minimum for 

each objective function at a sequential distance, 

and this distance is 
m nea

md  . 

Thus, we need to find the distance between the 

upper and lower values of each objective function 

( mf ), then divide this distance into the number of 

individuals. Thus 
m nea

md  is the ideal distance for 

each individual with its next and last neighbours 

in mf . 

As a result, the best position for an individual of 

its neighbours must be 
m nea

md . Therefore, any 

individual that has a 
m nea

md  distance from its 

neighbours has a greater selecting chance for the 

next generation. In the light of the above 

considerations (in step 5), if the individual’s 

neighbours have distances less than 
m nea

md  then a 

negative fitness is assigned to it (a bad diversity); 

but if an individual’s neighbours have distances 

equal or more than 
m nea

md  then a zero or positive 

fitness is assigned to it (a good diversity). 

 
 

Algorithm 2. SD algorithm. 

- N is the number of individuals in this 
subset n = 1, 2, …, N. 

- M is the number of objectives. 

m=1,2,…,M. 
1. Sort the individuals based on an 

objective function mf . 

2. The zero value is allocated to minimum and 

maximum of mf . 

(1) 0, ( ) 0fitness fitness n  
  

3. Calculate the distance between 

min

mf
 and 

max

mf
. Then divide it by the number 

of individuals. 

For (m = 1, 2, …, M), do 

max min
m n

1

ea m m
m

f f
d

N




  
4. Calculate the distance of each individual from its 

neighbors. 

For (i = 2, …, N-1), do 

{ 
for (m = 1, 2, …, M), do 

tan
( ( ) ( 1) ( 1) ( ) )

( )
2

i i i i

m m m mdis ce

m

f n f n f n f n
d i

    


             
} 

5. Calculate the fitness of the individuals. 

tan

1

( ) ( ( ) )
M

dis ce mean

m m

m

fitness i d i d


 
 

6. Sort the array in this manner: select the 

individuals that have a positive or zero fitness 
value, and sort ascending them and put them 

in front of the array (Note that the individuals that 

have the maximum and the minimum objective 
functions are transmitted to the beginning of this 

array); then select the individuals that have a 

negative fitness, sort descending them, and put 

them in the rest of the array. Finally, this array 

will be added to the rest of the new population. 

In Algorithm 2 and in step (5), the expression 
an ( )dist ce mean

m md i d  is interpreted into three 

modes: 

1. tan ( )dis ce mean

m md i d  : the individual is at 

a good distance than its neighbours (far 

from its neighbours). Thus a positive 

fitness is assigned to it because we have a 

good diversity in objective space. 

2.  
tan ( )dis ce mean

m md i d : the individual is at 

a worth distance from its neighbours 

(close to its neighbours). Thus a negative 

and worse fitness is assigned to it because 

we have a bad diversity in the objective 

space. 

3. tan ( )dis ce mean

m md i d : the individual is 

exactly at a better distance from its 

neighbours (the distance from its 

neighbours is equal to 
m nea

md ). Thus a 

zero-fitness value is assigned to it because 
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we have the best diversity in the objective 

space. 

In step (6), the sub-set sorts in the following 

manner, and it adds to the rest of the new 

population. At first, the individuals that have a 

zero fitness are added as the supremum points to 

the beginning of this array to maintain the 

diversity of the Pareto Front, and then the 

individuals that have a positive fitness are added 

an ascending order to the array, and then the 

individuals that have a negative fitness are added 

in a descending order to the continuation of the 

array. Thus a better selecting chance in the next 

generation is for the individuals that follow the 

order of a sequential distance or m nea

md  of all the 

objective functions in the population. On the other 

hand, we have a good diversity using the SD 

operator. 

2. Archive Sequential Multi-objective 

Algorithm (ASMOGA) 

The local search approaches such as local Hill-

Climbing, Tabu Search, Simulated Annealing, and 

archive concept are used in  multi-objective to 

develop MOEAs [19], and these developing in 

MOEAs have better results than the population-

based search methods. In this work, in order to 

increase the performance of Sequential Multi-

Objective Algorithm (SEQ-MOGA) [18], we 

added the concept of the archive to the steps of 

SEQ-MOGA, and we propose the Archive 

Sequential Multi-Objective Algorithm 

(ASMOGA), which results in the simulation 

section showing that ASMOGA is more powerful 

than the other MOEAs. ASMOGA is presented in 

Algorithm 3. The steps of the ASMOGA process 

are presented in detail in Figure 1.

 
Figure 1. Proposed ASMOGA procedure. 

The archive is a reserve non-dominated 

population. Initially, this archive is empty, and at 

each generation, the non-dominated solutions are 

selected, and added to the archive, and the archive 

is updated. 

As you can see in Algorithm 3, the differences in 

SEQ-MOGA are only in steps (1) and (8). In step 

(8), new off-springs are compared with those in 

the archive, and if a child can dominate one of the 

members of the archive, the new child will be 

placed instead of a dominated individual inside 

the archive. As a result, we will have a memory of 

the best individuals in each generation using the 

archive. Subsequently, ASMOGA will obtain the 

Pareto Front area, and converge to it quickly. 

 

 

 

Algorithm 3. ASMOGA. 

1) Initialize the random population 
0

( )tP  and the archive 

population 
0

( )tA .  

2) Form new off-springs ( )tC  through parents using 

mutation and crossover. 

3) Mix ( )tP  with ( )tC . 

4) Separate ( )t tP C  into non-dominated sets.  

5) Add sub sets to the new population until the last sub-set 

size is equal or more than the rest of the new population. 

6) If the rest of the new population is equal to the last subset 
size: 

    go to step (8). 

 else,  
    go on to the next step. 

7) Sort the last sub-set using the SD algorithm. Add the 

sorted sub-set to the new population. 

8) Update the archive population ( )tA . 

9) If the end conditions are satisfied, 

    go on. 
 else, 

    go back to step (2). 

10) End. 

In step (7), the SD algorithm such a survival 
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selection operator is used, and SD is described in 

the previous section. The ending condition for this 

algorithm (like other MOEAs) is the generation 

counter. In the following, we will use the Archive 

Sequential Multi-Objective Algorithm 

(ASMOGA) to optimize a real problem and the 

test functions. 

 

3. Simulations 

The parameters and assigned values of Table 1 

were used in the simulations stages of the ZDT1 

to ZDT4 test functions and the design of an I-

Beam. 

 

3.1. Optimization of Test Functions 

In this section, the Archive Sequential Multi-

Objective Algorithm (ASMOGA) is compared 

with NSGAII, AWPSO, NSPSO, FOMOPSO, and 

SEQ-MOGA. The ZDT test functions are 

presented in Table 2. In Figure 2, the solutions 

obtained from ASMOGA for optimizing ZDT1, 

ZDT2, ZDT3, and ZDT4 [8, 20] are shown in a 

single run. In all functions, the generation number 

is 200, and the population size is 100. According 

to the previous research works [8, 10], the 

chromosome dimension or length in  ZDT1, 

ZDT2, and ZDT3 are usually 30 but for  ZDT4 is 

10. In this paper, the Rcross is the cross-over 

probability, and Rmute is the mutation 

probability; the Rcross and Rmute assigned values 

are 0.5. In the experimental optimization of the 

ZDT functions and design of I-Beam, the linear 

cross-over [31] and the uniform mutation [32] are 

used.  

 

 

Table 1. Parameters and assigned values in the simulations. 

Population size 100 

Generation number 200 

Independent runs 30 times 

Chromosome dimension in ZDT1, ZDT2, and ZDT3 30 

Chromosome dimension in ZDT4 10 

Chromosome dimension or variables for design of an I-Beam 4 

Rcross 0.5 

Rmute 0.5 

Worst objective function values in ZDT1, ZDT2, and ZDT3 
1 2( ) 1, ( ) 10Max f Max f  

 
Worst objective function values in ZDT4 

1 2( ) 1, ( ) 384.3Max f Max f  
 

Worst objective function values for design of an I-Beam 
1 2( ) 1000, ( ) 1Max f Max f  

 
 

Table 2. ZDT test functions [8]. 

   

1 1

2 1

2

1
1

1 2

( ) ( , ( ))

9
1 ( ) 1

1

( , ) 1

, , ..., 0,1

n

ii

n

f x

f g x h f g x

ZDT g x x
n

f
h f g

g

x x x







 



  



 


    



    

1 1

2 1

2

1 1
1 1

1 2

( ) ( , ( ))

9
3 ( ) 1

1

( , ) 1 ( )Sin(10 )

, , ..., 0,1

n

ii

n

f x

f g x h f g x

ZDT g x x
n

f f
h f g f

g g

x x x









 



  



  


    



 

   

1 1

2 1

2

21
1

1 2

( ) ( , ( ))

9
2 ( ) 1

1

( , ) 1 ( )

, , ..., 0,1

n

ii

n

f x

f g x h f g x

ZDT g x x
n

f
h f g

g

x x x




 

 



  



 


    



 
   

1 1

2 1

2

2

1
1

1 2

( ) ( , ( ))

4 ( ) 1 10( 1) ( 10Cos(4 ))

( , ) 1

[0,1], , ..., 5,5

n

i ii

n

f x

f g x h f g x

ZDT g x n x x

f
h f g

g

x x x








 



    

  



     


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Figure 2. Optimization of the ZDT1 to ZDT4 functions performed using ASMOGA in a single run. 

The general form of the linear cross-over is as 

follows:  

1 1 1 2 2C P P  
 

(2) 

2 1 2 2 1C P P  
 

(3) 

1C and 2C are the children of 1P  and, 1P , 

respectively. 1  and 2  are the combination 

coefficients that are randomly obtained by the 

following formula: 

1 2 1 22, 0, 0      
 

(4) 

 

The reason for using the linear cross-over is that 

this kind of cross-over covers the entire search 

space. Thus the exploration of the search space is 

perfectly achieved. Consequently, in the uniform 

mutation operator, only one gene is randomly 

selected in each chromosome, and then the gene is 

mutated within the specified range.  

In order to compare the proposed algorithm with 

other methods, we used two performance metrics 

[8]. These metrics are Generational Distance (GD) 

[8, 33] and spread ( ) [10], which are described 

below. The GD and spread metrics are used when 

the Pareto Front 
*( )P  is known. The average 

values and standard deviation from 30 

independent runs of the test functions are 

considered in Tables 3 and 4. Table 3 shows the 

GD metric, and Table 4 shows the spread metric. 

In GD, the distance between the optimization 

solutions (Q ) and the known solutions of Pareto 

Front 
*( )P  is measured. GD is defined as 

follows: 
1

1
( )

Q m m
ii

d
GD

Q




 

(5) 

The number of objective functions is m , 
Q

 is 

the number of non-dominated solutions obtained 

from MOEA, and d  is the euclidean distance 

between Q and the nearest solution from 
*P . 

The best value for GD is zero; this means that if 

the solutions obtained from the optimization 

algorithm are closer to the Pareto Front, then GD 

must tend to zero. 

The spread metric [8, 33] measures the distance of 

the solutions or, in other words, determines the 

diversity of the non-dominated solutions. The 

ideal value for the spread is zero ( 0)  . The 

spread metric is formulated as follows:  
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(6) 

where id  is the distance between the optimization 

solutions with the neighbors in the Q  set, d  is 

the mean value for all id , and e

md  is the distance 

between the upper limit and the lower limit of the 

    objective functions for 
*P  and Q. When the 

best distribution of Q  is obtained (uniform 

distribution), 0  . As one can see in Tables 3 

and 4, ASMOGA performs a better  optimization 

in comparison with the other methods, and only 

the spread metric in ZDT3 has a negligible 

difference with SEQ-MOGA.  

 

3.2. I-Beam Optimization 

I-Beam is a very important structure for the 

building strength. In some papers, the strength of 

this structure has been increased [34-38], and in 

some of the references, the optimal design of this 

structure has been considered [11, 26, 39, 40]. In 

this work, we will optimize the design of the I-

Beam. The physical characteristics in the design 

of the I-Beam are shown in Figure 3.  

 

Figure 3. Physical structure of the I-Beam; the vertical 

(P) and horizontal (Q) loads are shown. 

This engineering problem has two conflict 

objective functions. The first objective function is 

to reduce the amount of material ( 1f ), and the 

second objective function is to increase the 

strength of the I-Beam ( 2f ). On the other hand, if 

the material constituting ( 1f ) is minimized, then 

the strength and the bearing pressure is reduced (

2f ). 1f  is in conflict with  2f . The formula of 1f  

and 2f  is as follows [11, 26]: 

1 2 4 3 1 4( ) 2 ( 2 ),f X x x x x x  
r

 
(7) 

 

Also the constraints can be described as follows: 

Y Z
b

Y Z

M M

Z Z
 

 

(9) 

In Equation (9), YM  and ZM  are the maximum 

bending values in the Y and Z directions, 

respectively. b  is the permissible bending stress 

for the material. This equation can be re-written as 

follows: 

1

3 2

3 1 4 2 4 4 1 1 4

2

3 3

1 4 3 4 2

180000

( 2 ) 2 [4 3 ( 2 )]

15000
16

( 2 ) 2

x

x x x x x x x x x

x

x x x x x


   


 

 

(10) 

 

The geometric constraints in the I-Beam are as 

follows: 

1 2

3 4

10 80,10 50,

0.9 5, 0.9 5

x x

x x

    

     
 

(11) 

 

The length of the I-Beam is L = 200 cm. P = 600 

kN and Q = 50 kN are the external loads. The 

Young’s modulus of elasticity are 
216b kN cm   and 

4 22 10E kN cm  . In 

ASMOGA and other compared algorithms, for 

optimizing the I-Beam, the length of the 

representation chromosome is 4. This 

chromosome consists of four genes or four 

variables are used to design the I-Beam (Figure 

4). In Figure 4, 1X  is the first variable that shows 

the I-Beam's height, the second variable or 2X  

shows the I-Beam width, 3X  shows the web 

width, and 4X  represents the flange width. 
 

X1 X2 X3 X4 

Figure 4. A chromosome that is used to design an I-Beam 

and is used by the optimization algorithms. 

iX is the constructors of each objective function 

1f and 2f  for i = 1, 2, 3, 4. We used the t-test (a 

statistical test) in order to compare the proposed 

algorithm with the other methods. The t-test 

requires at least 30 data  [41, 42]. Thus we run 30 

times each algorithm separately, and used two 

performance metrics [8]. At this point, for the I-

Beam to be a real problem and the exact Pareto 

Front not clearly exist, we must use the 

Hypervolume (HV) [40, 43] and spacing 

3

2 3 2

3 1 4 2 4 4 1 1 4

( )
4 ( ( 2 ) 2 (4 3 ( 2 )))

PL
f X

E x x x x x x x x x
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performance metrics [44] to compare the 

performance of different algorithms, and two 

preceding performance metrics, GD, and spread 

are not applicable . HV is a perfect performance 

metric for comparing MOEAs. The HV formula is 

given below: 

1
( )

Q

ii
HV volume v


 U

 

(12) 

Where iv  is the worst value of the i th  objective 

function, these worst values along with the 

obtained non-dominated solutions are used to 

form the corners of a multi-dimensional space. 

The worst values used in this work to calculate 

HV are given in Table 1. A larger value of HV 

shows the efficiency of the optimization 

algorithm. The spacing metric is calculated by the 

following formula: 

2

1

1
( )

Q

ii
S d d

Q 
 

 

(13) 

 

where i is the number of non-dominated solutions 

that are obtained from the optimization algorithm 

and 
1

min
M i z

i z Q z i m mm
d f f   

  , and 

1

Q
i

i

d
d

Q
 , and M is the number of objective 

functions. The ideal value for this metric is zero. 

The proposed algorithm, ASMOGA, in this work 

is compared with the other five mentioned 

algorithms previously by these two metrics for 

optimizing the I-Beam. As one can see, in Table 

5, the lowest value of the spacing metric is 

obtained by ASMOGA. Also in Table 6, the 

largest value is obtained by ASMOGA (the 

proposed algorithm). Also a statistical test called 

the t-test [41, 42] was used to compare the results 

of the algorithms. In all simulations for 

optimization of the I-Beam, the constant values in 

Table 1 were used. Each algorithm was repeated 

in 30 independent runs, and then the results of 

these 30-times runs were given for the t-test. The 

t-test at least requires 30 statistical data to work 

correctly, and it is not necessary that the data has 

a normal or abnormal distribution. It is the main 

advantage of the t-test. 

Thus in this research work, we run each algorithm 

for 30 times. The t-test was used to determine the 

significant difference between the two algorithms 

[45]. In the simulation of this research work, we 

used the ttest2 function in the MATLAB program. 

The results of the t-test for the hyper-volume and 

spacing metrics are presented in Tables 7 and 8 

for optimizing the I-Beam. In the t-test, the 

significant difference between the two algorithms 

appeared when the p-value was upper than 0.05, 

and H became 1. In Tables 7 and 8, ASMOGA 

shows the better p-values in comparison with all 

the other five algorithms, and the other algorithms 

were compared with each other (the blue 

highlighted cell). In Figure 5, the result of a single 

run of ASMOGA for the I-Beam optimization is 

shown.  

 
Figure 5. Result of a single run obtained by ASMOGA for 

the I-Beam optimization. The generation number is 1000. 

The generation number is 1000, and all variables 

of the mutation and cross-over functions, and the 

performance metrics are represented in Table 1. In 

this figure, one can obviously see the convergence 

of the solutions to the Pareto Front. 

In Figure 6, the result of a single run for all six 

compared algorithms is shown, the generation 

number is 200, and ASMOGA indicates the best 

Pareto Front for the I-Beam optimization.  

 
Figure 6. Optimization results of the I-Beam. problem 

after a single run for six compared algorithms. 

In other papers, Hajela and Shih  [26], Huanga 

and Ying-Kui Gu [39],  and Annamdas and Rao 

[11], they have worked on 1f  optimization, 

because these methods are based on single-

objective optimization, and they have provided a 
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solution as an optimal solution.  

Based on the results in Table 9, the superiority of 

ASMOGA (the proposed method in this article) is 

clarified. You can see the best result in function 

1f  according to Figure 5 and Table 9. 

 

Table 3. The mean and variance values of the Generational Distance metric (GD) for 30 independent runs. 

 ZDT1 ZDT2 ZDT3 ZDT4 

Mean Variance Mean Variance Mean Variance Mean Variance 

NSGAII 8.94e-4 0 8.24e-4 0 4.34e-02 4.20e-5 2.92e-2 4.67e-2 

NSPSO 7.53e-4 4.18e-5 8.05e-4 3.05e-5 3.4e-03 2.54e-4 7.82e-4 .91e-5 

AWPSO 1.01e-4 2.61e-9 1.210e-4 1.4e-9 5.206e-4 2.85e-9 5.34e-4 3.92e-8 

SEQ-MOGA 1.26e-04 1.07e-09 5.06e-05 7.98e-12 9.24e-05 1.72e-10 1.19e-04 1.34e-09 

FOMOPSO 2.37e-03 2.43e-05 3.11e-04 1.03e-06 1.50e-03 2.85e-07 2.38 e-2 1.302 -03 

ASMOGA 9.68e-05 1.80e-10 3.46e-05 9.81e-13 6.01e-05 3.11e-11 9.73e-05 1.23e-10 

 

Table 4. The mean and variance values of the spread metric for 30 independent runs. 

 
ZDT1 ZDT2 ZDT3 ZDT4 

Mean Variance Mean Variance Mean Variance Mean Variance 

NSGAII 0.463 4.16e-2 0.435 2.46e-2 0.576 5.08e-3 0.655 1.98e-1 

NSPSO 0.767 3.00e-2 0.758 2.77e-2 0.869 5.81e-2 0.768 3.57e-2 

AWPSO 0.759 1.71e-3 0.758 4.92e-3 0.891 1.10e-2 0.680 3.00e-3 

SEQ-MOGA 0.389 5.78e-04 0.38 9.69e-04 0.57 3.90e-04 0.354 6.00e-04 

FOMOPSO 0.7242 3.08 -03   0.7873 6.01e03 0.7942 1.46 e-03 1.1871 3.87 e-2 

ASMOGA 0.387 3.81e-04 0.37 3.68e-04 0.58 2.59e-04 0.353 3.02e-04 

 

Table 5. The mean and variance of the spacing metric for 30 independent runs for the I-Beam optimization. 

 ASMOGA SEQ-MOGA FOMOPSO NSGAII NSPSO AWPSO 

Mean 0.8952 1.7913 16.1103 1.6337 20.1084 3.6954 

Variance 0.0018 0.0206 269.1585 0.9694 267.8379 7.1109 

 

Table 6. The mean and variance of the hyper-volume metric for 30 independent runs for the I-Beam optimization. 

 

Table 7. The t-test of the spacing for the I-Beam optimization for 30 independent runs. 

 

 

 

 ASMOGA SEQ-MOGA FOMOPSO NSGAII NSPSO AWPSO 

Mean 871.8148 870.6849 857.6305 860.8421 854.9336 237.8956 

Variance 0.2928 2.1292 59.4158 49.7240 365.5411 5.8077e+05 

 ASMOGA SEQ-MOGA FOMOPSO NSGAII NSPSO AWPSO 

ASMOGA H0 
(P-value = 1) 

H1 
P-value = 

3.9371e-39 

H1 
P-value = 

4.2087e-06 

H1 
P-value = 

1.2840e-04 

H1 
P-value = 2.6365e-08 

H1 
P-value = 

3.4971e-07 

SEQ-MOGA  H1 
P-value = 

3.9371e-39 

H0 
(P-value = 1) 

H1 
P-value = 

1.2373e-05 

H0 
P-value = 0.3894 

H1 
P-value = 8.3100e-08 

H1 
P-value = 

2.4799e-04 

FOMOPSO H1 

P-value = 
4.2087e-06 

H1 

P-value = 
1.2373e-05 

H0 

(P-value = 1) 

H1 

P-value = 
1.0571e-05 

H0 

P-value = 0.3486 

H1 

P-value = 
1.3425e-04 

NSGAII H1 

P-value = 
1.2840e-04 

H0 

P-value = 0.3894 

H1 

P-value = 
1.0571e-05 

H0 

(P-value = 1) 

H1 

P-value = 7.0855e-08 

H1 

P-value = 
1.9895e-04 

NSPSO H1 

P-value = 

2.6365e-08 

H1 

P-value = 

8.3100e-08 

H0 

P-value = 0.3486 

H1 

P-value = 

7.0855e-08 

H0 

(P-value = 1) 

H1 

P-value = 

1.1975e-06 

AWPSO H1 

P-value = 

3.4971e-07 

H1 

P-value = 

2.4799e-04 

H1 

P-value = 

1.3425e-04 

H1 

P-value = 

1.9895e-04 

H1 

P-value = 1.1975e-06 

H0 

(P-value = 1) 
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Table 8. The t-test of the hyper-volume metric for the I-Beam optimization for 30 independent runs. 

 ASMOGA SEQ-MOGA FOMOPSO NSGAII NSPSO AWPSO 

ASMOGA H0 

(P-value = 1) 

H1 

P-value = 1.9628e-

04 

H1 

P-value = 2.5395e-

14 

H1 

P-value = 9.0123e-

12 

H1 

P-value = 1.0207e-

05 

H1 

P-value = 2.7319e-

05 

SEQ-MOGA  H1 
P-value = 

1.9628e-04 

H0 
(P-value = 1) 

H1 
P-value = 8.5974e-

13 

H1 
P-value =4.4558e-

10 

H1 
P-value = 3.3305e-

05 

H1 
P-value = 2.8107e-

05 

FOMOPSO H1 
P-value = 

2.5395e-14 

H1 
P-value = 8.5974e-

13 

H0 
(P-value = 1) 

H0 
P-value = 0.0976 

H1 
P-value = 0.4765 

 

H1 
P-value = 3.9000e-

05 

NSGAII H1 

P-value = 
9.0123e-12 

H1 

P-value = 4.4558e-
10 

H0 

P-value = 0.0976 
H0 

(P-value = 1) 

H0 

P-value = 0.1177 

H1 

P-value = 3.5992e-
05 

NSPSO H1 

P-value = 
1.0207e-05 

H1 

P-value = 3.3305e-
05 

H1 

P-value = 0.4765 
 

H0 

P-value = 0.1177 

H0 

(P-value = 1) 

H1 

P-value = 4.1878e-
05 

AWPSO H1 

P-value = 
2.7319e-05 

H1 

P-value = 2.8107e-
05 

H1 

P-value = 3.9000e-
05 

H1 

P-value = 3.5992e-
05 

H1 

P-value = 4.1878e-
05 

H0 

(P-value = 1) 

Table 9. Results of ASMOGA (the proposed method in this paper) compared with other literature for the I-Beam 

optimization. The generation number is 1000. 

 

 

 

The blue highlight in all tables shows the 

superiority of an algorithm in the optimization 

compared to the others. 
 

4. Conclusions 

In this paper, the new Archive Sequential Multi-

objective Algorithm (ASMOGA) based on the 

Sequential Multi-objective Algorithm (SEQ-

MOGA) was presented. In ASMOGA, the concept 

of archive is combined with SEQ-MOGA in order 

to increase the efficiency of a local search. Then 

the standard test functions such as ZDT1, ZDT2, 

ZDT3, and ZDT4 and a real problem (the design 

of I-Beam) were used to compare ASMOGA with 

the other well-known multi-objective optimization 

methods such as NSGAII, NSPSO, and AWPSO. 

In this comparison, the performance metrics such 

as the generational distance, spread, hyper-

volume, spacing, and t-test (a statistical test) were 

used. However, the superiority of ASMOGA was 

found to be better than the other studied 

approaches here. For future work, we have 

decided to use ASMOGA in order to optimize the 

complex scientific problems. 
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 .0011سال  ،سوم شماره دوره نهم، ،کاویمجله هوش مصنوعی و داده                                                                     و همکاران                             صیدی 

 

 ی الگوریتم چندهدفه ی ترتیبی آرشیو ارائه یک

 

 1میترا میرزارضایی و ،*2وحید صیدی، 1لیلا فلاحی آذر

 .رانیتهران، ا وتر،یبرق و کامپ ی، گروه مهندس قاتیواحد علوم و تحق ،یدانشگاه آزاد اسلام 1

 .  گروه مهندسی کامپیوتر ، واحد تهران جنوب، دانشگاه آزاد اسلامی، تهران، ایران 2

 10/10/8180 پذیرش؛ 01/08/8181 بازنگری؛ 82/10/8181 ارسال

 چکیده:

 یچندهدفاه ککاامل یهاا تمیمسائل چندهدفه، الگور یساز نهیبه یبرا ریاخ یاز جمله مسائل چندهدفه هستند. در سالها یواقع یایاز مسائل دن یاریبس

 تمیالگاور کیامقالاه  نیکاراکر و بهتر همواره سبب کوسعه و گسترش علم خواهد شد. در ا یها تمیارائه الگور بنابرایناند. را نشان داده یخوب اریبس جینتا

شاده اساد کاا   یاز مقالاا  ساع یاریارائاه شاده اساد. در بسا (ASMOGA) 0یویآرش یبیکرک یچندهدفه  تمیبا نام الگور د،یچند هدفه جد یککامل

 یهاا تمی، برطار  شاود و الگاوریککاامل یهاا تمیالگاور نیاز پرکاربرد کار یکیبه عنوان   (NSGAII)8نامغلوب یمرکب ساز کیژنت تمیمشکلا  الگور

ارائاه شاده  یانتخااب نسال بعاد یبرا دیجد یروش SEQ-MOGAارائه شده اسد. در  (SEQ-MOGA) 0یبیچندهدفه کرک تمیاز جمله الگور یاریبس

-SEQجهاد بهباود  ق،یاکحق نیپاسخ را پوشش دهند. در ا یشانیپ ی هیناح یبتوانند کمام واسد کا افراد به صور  منظم و پشته سره هم مرکب شوند 

MOGA، یویآرش یبیکرک یچندهدفه  تمیالگور (ASMOGA) شده اساد ائهار. ASMOGA خچاهیکار رهیاذخ یکروماوزوم هاا بارا ویاز روش آرشا 

اساتفاده  I-Beam یو طراحا ZDT کسد کوابع یساز نهیبه یبرا ASMOGAنرود. از  نیاز ب یریگ میکصم یکند کا کنوع در فضا یجستجو استفاده م

 یمانناد ابارحجم، فاصاله  ییارهاایباا مع یسااز نهیبه جیقرار گرفته اسد. نتا سهیشناخته شده مورد مقا تمیالگور دبدسد آمده با چن جیشده اسد و نتا

 به طور واضح مشخص اسد. یشنهادیپ مالگوریت یبرکرد و اسگرفته قرار  یابی( مورد ارزیآزمون آمار کی) t-testو  ی، فاصله بندینسل

ی بایچندهدفاه  کرک تمی( ،  الگاورNSGAII)ناامغلوب  یمرکاب سااز کیاژنت تمی(، الگورMOEAچند هدفه ) یککامل یها تمیالگور :کلمات کلیدی

(SEQ-MOGA)، ی ویآرش یبیکرک یچندهدفه  تمیالگور(ASMOGA) ،،کوابع کسد استاندارد t-test. 
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