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Abstract

Multiple Sclerosis (MS) is a disease that destructs the central nervous
system cell protection, destroys the sheaths of immune cells, and
causes lesions. Examination and diagnosis of lesions by the specialists
is usually done manually on the Magnetic Resonance Imaging (MRI)
images of the brain. The factors such as the small sizes of lesions, their
dispersion in the brain, similarity of lesions to some other diseases, and
their overlap can lead to a misdiagnosis. The automatic image
detection methods, as auxiliary tools, can increase the diagnosis
accuracy. To this end, the traditional image processing methods and
deep learning approaches have been used. The deep convolutional
neural network is a common method of deep learning to detect lesions
in the images. In this network, the convolution layer extracts the
specificities, and the pooling layer decreases the specificity map size.
In the present research work, we used the wavelet-transform-based
pooling. In addition to decomposing the input image and reducing its
size, the wavelet transform highlights the sharp changes in the image
and better describes the local specificities. Therefore, using this
transform can improve the diagnosis. The proposed method is based on
six convolutional layers, two layers of wavelet pooling, and a
completely connected layer that has a better amount of accuracy than
the studied methods. The accuracy of 98.92%, precision of 99.20%,
and specificity of 98.33% are obtained by testing the image data of 38
patients and 20 healthy individuals.
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1. Introduction

Multiple Sclerosis (MS) is the most common
chronic inflammation disease of the central
nervous system (brain and spinal cord), destroying
the protective layer (sheath) of the nerve cells and
causing destructive lesions, called plaque [1, 2].
The severity of damage, as well as its location in
the brain or spinal cord can cause a variety of
complications, such as impaired vision, loss of
learning, and imbalance. The diagnosis and
examination of disease progression are made
visually by comparing Magnetic Resonance
Imaging (MRI) at different times. Due to the
small sizes of lesions, different severities of the

lesion progression (white, gray, and black hole),
the spatial distribution and number of lesions, and
the degree of brain shrinkage, it is a time-
consuming and difficult process for the
specialists, and has a possibility of error [Y]. MS
is a complex disease, and a variety of its
symptoms are the most important causes of this
complication. This variety makes it possible to
confuse it with other diseases of the central
nervous system, such as the Alzheimer's disease.
The disease is chronic and very debilitating, with
economic and social consequences [¢] so that it
imposes a heavy economic burden on the patients
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and their families [°]. It usually begins at the ages
of 20 and 40, and is almost twice in women as
much as men. In other words, people are involved
with it in the best age and work conditions and it
imposes high social costs on the other people and
the society. The exact cause of this disease is still
unknown, and the existing treatments have
focused on reducing and managing its seizures [6,
7].

In order to diagnose MS, MRI images of the brain
are used after examining its suspected clinical
symptoms. In this method, the location and
number of lesions in the white matter of brain are
shown and it is an important criterion for
diagnosis and follow-up of MS [1, 8]. In Figure 1,
MRI images are shown with different protocols
and lesion segmentation. These images are used to
confirm the diagnosis, location of lesion, its
severity, and to evaluate the response to the MS
treatment [9, 10]. Due to the fact that various
diseases cause lesions in the brain, an accurate
diagnosis of the lesions relating to this disease
requires a great skill and precision [11].

Figure 1. images from the left: T1, T2, FLAIR, and lesion.

The manual segmentation is now performed to
diagnose lesions in terms of size and location.
However, it is time-consuming, less accurate, and
has the problem of different observer variability,
especially in inexperienced individuals [12].
Confluent lesions are other problems with the
manual system for counting lesions in which
several lesions overlap and cannot be easily
separated from each other [13]. Also it is difficult
to store the results [14].

There are several ways to classify the MRI images
of MS, including traditional image processing and
deep learning methods. Deep learning has been
used in wvarious fields of medical image
information analysis such as noise reduction,
segmentation, and classification, and has had good
results. The proposed method is a model based on
a deep convolutional neural network in which the
wavelet pooling layer is used. Wavelet transform
reduces the size of image, highlights specificity of
MS lesions in the MRI images, and classifies
images with a higher accuracy.

The rest of this paper is organized what follows.
In Section 2, the concepts of convolutional neural
network, the function of pooling layer, and the
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wavelet transform are explained. The proposed
method is presented in Section 3. Section 4
demonstrates the experiments and their results.
Finally, the research conclusions are provided in
Section 5.

2. Basic Concepts

Since the proposed method is based on the
changes in the convolutional neural networks, we
first examine the structure of these networks, and
then described the wavelet transform. Finally, the
related works are reviewed.

2.1. Deep Convolutional Neural Network

The convolutional neural networks are types of a
deep learning model used in computer vision [)°].
In such networks, a small kernel of weights is
created for each position of image and determines
the value of neuron for the next layer (Figure 2).
This method copies the convolutional
mathematical operators. The extraction of
specificity is performed at the convolutional stage,
and then it is possible to achieve better results and
speed-up training using a non-linear function. At
the pooling stage, the extraction map is reduced in
order to improve the computational load of the
next stages.
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Figure 2. Overall structure of a convolutional network
layer.

The pooling layer is used for down-sampling and
reducing the input image size in order to reduce
the computational load and memory consumption
in the network. Decreasing the image size causes
the neural network to tolerate small changes in the
image. At this layer, the inputs are added using a
cumulative function such as maximum or average
pooling; and maximum pooling is common.

As shown in Figure 3, the maximum pooling
returns the maximum value of a part of image
covered by the kernel (motion window), and the
average of all values returns from a part of image
covered by the kernel in the average pooling.
Maximum pooling is sensitive to over-fitting of
the training set, and makes generalization
difficult. Zeiler et al.[16] have proposed a method
to solve this problem called the stochastic pooling
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method, in which a random pooling procedure is
replaced by a definitive pooling operation.

y
= . .
O

average pooling

max wmlmg

(=3

input feature map

Figure 3. Maximum and Average pooling.

In this procedure, the stochastic selection of
values within each pooling zone is based on a
multinomial distribution (see Figure 4).
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Figure 4. Stochastic pooling.

This operation is similar to standard maximum
pooling with a large number of copies of the input
image, each with a small local deformation. The
stochastic nature prevents over-fitting.

2.2. Wavelet Transform

Wavelet transform is a time-scale conversion that
stores the location and frequency information. The
use of wavelet transform allows a better analysis
of sharp signal changes. In addition, it better
describes the local specificity, and provides signal
decomposition on different scales at different
levels [17,18]. The basis of wavelet transform is
that it passes signals through the high-pass and
low-pass filters, and performs the decomposition
step by step [19]. Each step involves a filter and a
downsampler. The outputs of the high-pass and
low-pass filters are called the detail and
approximation coefficients, respectively. Since the
low-frequency content is the most important part
in many signals, the decomposition at the next
levels of signal continues with the decomposition
of approximation coefficients to the required
level. The number of decomposition levels
depends on the nature of signal and the type of
mother wavelet depending on the type of
application. The signal wavelet transform x(t) is
defined as Equation (1) in which a is the scale
change parameter, b is the amount of shift, and
y(t) is the mother wavelet.
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The wavelet transform is divided into two types,
continuous and discrete. In the proposed method,
a 2Dl discrete transformer is used due to its
simplicity and low calculations than the other
methods. Lesions of MS are small and vary in
size. Since the wavelet transform better shows the
failure points and local specificity, it makes
possible to highlight the lesions, and because of
the multifaceted nature [20] it makes possible to
extract lesions in different sizes with a better
accuracy. The ability to minimize this transform
reduces the image size in the network and reduces
the computational load.

The transform of a 2D wavelet is used for a 2D
signal. A 2D signal, which is called an image, is a
matrix of elements arranged in different rows and
columns. Each column or row of image can be
considered as a 1D signal, in which the range
values indicate the brightness of points (pixels) in
that particular column or row. Accordingly, the
wavelet transform can be separately applied on
each row or column of the image. After applying
the transform, four different sub-bands are
obtained as the image wavelet transform
coefficients, as shown in Figure 5.

Similar to a 1D mode, the first sub-band of the
wavelet transform coefficient is related to the
approximation coefficients, and it is similar to the
original image in terms of value and appearance.
The other three sub-bands are related to the detail
coefficients including the horizontal, vertical, and

diagonal details of the image.
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Figure 5. Decomposition of MRI image with 2-D discrete
wavelet transform.
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As shown in Figure 5, the input of the next step in
the network is the sub-band of the approximation
coefficients (LL), which is half the size of the
original image.

2.3 Related Works

The traditional image processing methods have
been used to classify the MRI images of MS.
Some examples of them are provided below.
Ghribi et al. [21] have used a partitioning method
based on the extraction of volumetric properties



NikravanShalmani et al./ Journal of Al and Data Mining, Vol. 9, No. 2, 2021

from gray-level co-occurrence matrix and have
applied a machine vectoring technique for
classification (GLCM). Zhang et al. [22] have
used the edge-cutting method to extract the
specificity of MS lesions, and have used a single-
layer neural network for classification (MBD).
Xueyan et al. [23] have proposed an MS detection
system based on the Haar wavelet transform
(HWT), principal component analysis (PCA), and
logistic regression (LR) in order to test the four
levels of analysis (HWT-LR).

In the recent years, the deep learning techniques
have been used to classify images, and have had
an acceptable performance. Deep learning can be
used in various fields of brain MRI imaging, such
as image quality improvement, image type
conversion, and lesion diagnosis and isolation [24,
25]. To this end, the relevant images should be
first collected and labeled by the relevant
specialist, and should then be applied as a deep
learning input dataset. The convolutional neural
network is a common method for extracting
specificity in these techniques and they have a
proper performance [26, 27]. Various deep
learning methods have been used to classify the
images of this disease; for instance, Zhang et al.
[28] have used a deep convolutional neural
network using a Parametric Rectified Linear Unit
(PReLU) and Dropout to classify the MRI images
of MS (CNN- PReLU). Shui-Hua et al. [29] have
provided a combination of a 14-layer
convolutional network with three techniques of
batch normalization, dropout, stochastic pooling
(CNN-BN-DO-SP).

Williams et al. [30] have examined the wavelet
pooling layer on MNIST and CIFAR-10 dataset,
and have found a pooling layer with a higher
accuracy than the other methods. Allison et al.
[31] have used a wavelet pooling layer and
Adam's modified optimizer on various datasets
such as MNIST and CIFAR-10 and have found a
higher accuracy.

The deep learning-based methods have better
results than the traditional image processing
methods. In the deep learning methods, the
average or maximum pooling layer is used to
reduce the image size. In our proposed method,
the wavelet pooling layer is replaced with the
normal pooling layer, leading to the reduction of
image size and highlights specificity of lesions. In
the next section, we examines the pooling layer
and wavelet transform.

3. Proposed Method
The proposed model consists of two parts: first,
the extraction of specificity and reduction of
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dimensions of the image, and secondly the
classification, as shown in Figure 6.
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Figure 6. Proposed model.

The first part has 6 convolutional layers and two
pooling layers based on the Haar wavelet. The
process is as follows, The first the extra-level
specificity of the input image is extracted by two
convolutional layers with thirty two 3x3 filters,
and then a wavelet pooling layer is used to halve
the size and highlight some specificity of the
lesions. Then, two convolutional layers with 32
filters and a convolutional layer with 64 filters are
used to extract specificity of the mid-level image;
and at the next layer, dimensions of the image at
the stage decreased by a pooling wavelet layer. At
the last layer, detailed specificity of the image is
extracted by a convolutional layer with 64 filters.
In the second part, a classifier, which is a fully
connected network, is used in order to classify the
image into two types, with and without lesions.

The wavelet pooling uses wavelets to reduce the
dimensions of the specificity map. This method
works differently from the traditional methods.
Traditional methods work on the basis of
neighborhood, but the wavelet method act based
on the decomposition of the image into sub-bands;
and the approximation sub-band is considered as
its output. The lesions vary in size, and are
scattered throughout the brain. Due to the multi-
faceted nature of the wavelet transformer and its
better description of local specificity, it is possible
to highlight these lesions in the specificity
identification section of the proposed method; and
the classification can be done more accurately.

The activation function, ReLU, and the weight
normalization and dropout techniques at a rate of
in the classifier section of the proposed method, a
fully connected network with 0.5 is used to
prevent over-fitting. The activation function,
Sigmoid, is used at the last layer since the
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problem of the research is a two-state
classification (images with and without lesions).

4. Experimental Evaluation

4.1. Dataset and Pre-processing

In this research work, two datasets were used. The
first set included 38 MRIs of MS patients
belonging to the Health Laboratory of the
University of Cyprus. This set included 676
lesions. Since the dataset was for the MS patients
only, the authors developed a dataset for healthy
individuals. For this purpose, MRI images of 20
healthy individuals in the age and gender range of
the first dataset, including 11 men and 9 women
with a mean age of 35 years, were selected, which
included 615 slices. The information of the two
datasets is given in Table 1. In both sets, the null
slices were manually checked and removed.

Table 1. Dataset Information.

Dataset Source Number of  Age Gender  Number
Subjects (fim) of Slices
MS eHealth 38 34 17/21 676
Healthy private 20 35 9/11 615

Some histogram images were not uniform or had
right/left skew. To increase the contrast of the
images, we used the histogram stretching method
and made them uniform.

4.2. Data Augmentation

Data augmentation is used to increase the size of a
small dataset [32]. This refers to common
approaches such as scaling, rotation, translation,
and flipping. In order to increase the number of
samples and improve network learning, the data
augmentation method was used with the
parameters of 30 ° rotation range, 0.2 shear
conversion percentage, and 0.1 zoom range.The
learning process for classifying images into lesion
and healthy groups is performed on the image
collection. Data augmentation is used to increase
the number of samples and improve network
learning. It has a rotation rate of 30 degrees, shear
range of 0.2, and zoom range of 0.1. Image size is
changed to 212x212 and dynamic range to 0-1.

4.3. Training Platform and Procedure

The Keras package with TensorFlow [32] backend
is used to implement and learn network on a
graphics card, GeForce GTX 1070, with an 8 GB
RAM. In the proposed method, 80% of images are
used for learning and 20% for the test. According
to the examination of three different network
optimization  algorithms, including  SGD,

165

RMSDrop, and Adam, the Adam function is used
as the optimization function with a better learning
rate of 0.0008.

4.4, Evaluation Metrics

Various criteria are used to evaluate the research
results, the most important of which is accuracy.
The accuracy indicates the percentage of images
that are correctly categorized compared to the
total number of available images. In addition to
this criterion, the precision, sensitivity and
specificity are usually used in medical diagnoses
(Equations 2- 5). The sensitivity criterion is the
ability of a classifier to correctly diagnose
diseases; and the specificity criterion indicates the
ability to correctly diagnose the suspect's health.
The way of calculating each criterion is as
follows:

TP+TN
Accuracy=——————
TP+TN+FP+FN (2)
Sensitivity=
1PN (3)
Precision= ™
CTP+FP 4)
e TN
Specificity=
P S TV = (5)

Where, TP indicates the number of images with
lesions that are correctly classified by the
proposed method. TN is the number of images
without lesions and they are correctly diagnosed
without lesion. FP is the number of images
without lesions which the classifier is diagnosed
with lesions by mistake; and FN is the number of
images with lesion that are diagnosed without
lesions by mistake.

4.5. Experimental Results
The reported evaluation criteria are the mean
values of different training times. Figure 7 shows
the network accuracy chart.

Training and validation accuracy
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Figure 7. Accuracy chart.
As shown in Figure 7, the network reached the

acceptable accuracy value after 14 epochs.
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The network was trained by three other pooling
methods, including maximum, average, and
stochastic. The accuracy and precision values and
their results are compared in Table 1.

Table 1. Comparison of different pooling methods.

Method Precisio Accuracy Training-

n (%) time(min)
(%)

Average- 98.14 98.60 7.7

pooling

Max- 98.43 98.62 7.2

pooling

Stochastic- 98.75 98.77 v

pooling

Wavelet- 99.20 98.92 7.9

pooling

In Table 1, the proposed method (wavelet-
pooling) is compared with the other three pooling
methods in terms of precision, accuracy, and
training time. As shown, the proposed method has
a higher precision and accuracy. However, it
requires more calculations and a little more
training time. The accuracy and precision are very
important in diagnosing MS lesions. The amount
of increase in the training time of the proposed
method is acceptable compared to the amount of
increase in the accuracy and precision.

Table 2 presents the results of the proposed
method and the other methods in the literature for
classifying the MRI images of MS.

Table 2. Comparison of different methods

(percentage).
Method Accuracy  Precision  Specificity  Sensitivity
HT-LR 89.72 - - -
GLCM 95.14 95.01 95.27
MBD 97.80 97.82 97.78
CNN-RelLU 98.23 - 98.24 98.22
CNN-BN- 98.77 98.75 98.76 98.77
DO-SP
Wavelet- 98.92 99.20 98.33 99.20
pooling

The methods can be classified into two categories,
traditional image processing, and deep learning-
based methods. According to the table, the
proposed method has a higher value of accuracy
and sensitivity than the other methods.

Figures 8 and 9 compare the results of the
proposed method separately with the traditional
and deep learning-based methods. Given that the
value of precision criterion was not reported in all
the previous studies, the comparison of methods
was performed based on three other criteria in the
diagrams.

Figure 8 shows that the deep learning methods
yield better results than the traditional image
processing methods (MBD and GLCM); hence,
the convolutional neural networks, which are the
bases for image extraction in deep learning
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methods, provide a good performance in
extracting the specificity of MS lesions in the
MRI images.
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Figure 8. Comparison of accuracy, sensitivity and

specificity (percentage).
As shown in Figure 9, the proposed method has a
better accuracy and sensitivity than the other two
methods based on deep learning, and it can be
concluded that the use of wavelet pooling
highlights the lesions, and better extracts the
specificity of lesions in the images in addition to
reducing dimensions of the input image due to the
shape, size and texture features of MS lesions in
the MRI images.
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Figure 9. Comparison of deep learning methods
(percentage).

5. Conclusions

The classification of medical images by deep
learning methods provided the possibility of
automatic extraction of specificity from images
and vyielded better results than the traditional
methods of image processing. In deep learning,
the convolutional neural networks were used in
order to classify images. In the network, a pooling
layer was used to reduce the image size and the
computational load. In the proposed method, the
pooling layer was used based on the Haar wavelet
transform, which made it possible to highlight the
specificity to extract MS lesions in the MRI
images, and also reduced the image size. The
proposed method had a higher precision than the
traditional and deep learning methods.



Diagnosis of Multiple Sclerosis Disease in Brain MRI Images using Convolutional Neural Networks based on Wavelet Pooling

References

[1] C. H. Polman et al., "Diagnostic criteria for
multiple sclerosis: 2010 revisions to the McDonald
criteria,” (in eng), Annals of neurology, Vol 69, No 2,
pp. 292-302, 2011.

[2] D. S. Reich, C. F. Lucchinetti, and P. A. Calabresi,
"Multiple Sclerosis”,  New England Journal of
Medicine, Vol 378, No 2, pp. 169-180, 2018.

[3] E. Erbayat Altay, E. Fisher, S. E. Jones, C. Hara-
Cleaver, J. C. Lee, and R. A. Rudick, "Reliability of
classifying multiple sclerosis disease activity using
magnetic resonance imaging in a multiple sclerosis
clinic,” (in eng), JAMA Neurol, Vol 70, No 3, pp. 338-
44, Mar. 1 2013.

[4] P. Mao and P. H. Reddy, "Is multiple sclerosis a
mitochondrial disease?," (in eng), Biochimica et
biophysica acta, Vol 1802, No 1, pp. 66-79, 2010.

[5] M. A. Battaglia, P. Zagami, and M. M. Uccelli, "A
cost evaluation of multiple sclerosis,” (in eng), J
Neurovirol, Vol 6 Suppl 2, pp. S191-3, May 2000.

[6] M. Azami, M. H. YektaKooshali, M. Shohani, A.
Khorshidi, and L. Mahmudi, "Epidemiology of
multiple sclerosis in Iran: A systematic review and
meta-analysis,” (in eng), PloS one, Vol 14, No 4, pp.
€0214738-e0214738, 2019.

[7] C. Miltenburger and G. Kobelt, "Quality of life and
cost of multiple sclerosis,” Clinical neurology and
neurosurgery, Vol Y+ ¢, pp. 272-5, 08/01 2002.

[8] N. N. Sommer et al., "Multiple Sclerosis: Improved
Detection of Active Cerebral Lesions With 3-
Dimensional T1 Black-Blood Magnetic Resonance
Imaging Compared With Conventional 3-Dimensional
T1 GRE Imaging,” (in eng), Invest Radiol, Vol 53, No
1, pp. 13-19, Jan 2018.

[9]1 A. J. Thompson et al., "Diagnosis of multiple
sclerosis: 2017 revisions of the McDonald criteria,” (in
eng), Lancet Neurol, Vol 17, No 2, pp. 162-173, Feb
2018.

[10] M. Filippi et al., "MRI criteria for the diagnosis of
multiple sclerosis: MAGNIMS consensus guidelines,”
(in eng), Lancet Neurol, Vol 15, No 3, pp. 292-303,
Mar 2016.

[11] R. Zivadinov, M. Zorzon, R. De Masi, D.
Nasuelli, and G. Cazzato, "Effect of intravenous
methylprednisolone on the number, size and
confluence of plaques in relapsing-remitting multiple
sclerosis," (in eng), J Neurol Sci, Vol 267, No 1-2, pp.
28-35, Apr 15 2008.

[12] S. Jain et al., "Automatic segmentation and
volumetry of multiple sclerosis brain lesions from MR
images,” (in eng), Neurolmage. Clinical, Vol 8, pp.
367-375, 2015.

[13] J. D. Dworkin et al., "An Automated Statistical
Technique for Counting Distinct Multiple Sclerosis

167

Lesions,” (in eng), AJNR Am J Neuroradiol, Vol 39,
No 4, pp. 626-633, Apr 2018.

[14] Y. Zhao et al., "A level set method for multiple
sclerosis lesion segmentation,” (in eng), Magn Reson
Imaging, Vol 49, pp. 94-100, Jun 2018.

[15] F. Chollet, Deep Learning with Python. Manning
Publications Co., 2017.

[16] M. D. Zeiler and R. Fergus, "Stochastic Pooling
for Regularization of Deep Convolutional Neural
Networks," arXiv e-prints, p. arXiv:1301.3557, 2013.

[17] N. Boussion et al., "A multiresolution image based
approach for correction of partial volume effects in
emission tomography,” Physics in Medicine and
Biology, Vol 51, No 7, pp. 1857-1876, 2006.

[18] J. Sun, M. Yao, B. Xu, and P. Bel, "Fabric wrinkle
characterization and classification using modified
wavelet coefficients and support-vector-machine
classifiers,” Textile Research Journal, Vol 81, pp. 902-
913, 06/01 2011.

[19] M. Stéphane, "CHAPTER 7 - Wavelet Bases," in
A Wavelet Tour of Signal Processing (Third Edition),
M. Stéphane, Ed. Boston: Academic Press, 2009, pp.
263-376.

[20] W. van Drongelen, Signal processing for
neuroscientists:  Introduction to the analysis of
physiological signals. Academic Press, 2007.

[21] O. Ghribi, L. Sellami, M. Ben Slima, A. Ben
Hamida, C. Mhiri, and K. B. Mahfoudh, "An Advanced
MRI Multi-Modalities Segmentation Methodology
Dedicated to Multiple Sclerosis Lesions Exploration
and Differentiation,” (in eng), IEEE Trans
Nanobioscience, Vol 16, No 8, pp. 656-665, Dec 2017.

[22] Y.-D. Zhang, Y. Zhang, P. Phillips, Z. Dong, and
S. Wang, "Synthetic Minority Oversampling Technique
and Fractal Dimension for Identifying Multiple
Sclerosis,” Fractals, Vol 25, January 01, pp. 57-64,
2017.

[23] W. Xueyan and L. Mason, "Multiple Sclerosis
Slice Identification by Haar Wavelet Transform and
Logistic Regression,” in Advances in Materials,
Machinery, Electrical Engineering (AMMEE 2017),
2017: Atlantis Press.

[24] C. Wachinger, M. Reuter, and T. Klein,
"DeepNAT: Deep convolutional neural network for
segmenting neuroanatomy,” Neurolmage, Vol 170, pp.
434-445, 2018/04/15/ 2018.

[25] H. Chen, Q. Dou, L. Yu, J. Qin, and P.-A .Heng,
"VoxResNet: Deep voxelwise residual networks for
brain  segmentation from 3D MR images,"
Neurolmage, Vol 170, pp. 446-455, 2018/04/15/ 2018.

[26] W. Wells, W. E. L. Grimson, R. Kikinis, and F.
Jolesz, "Adaptive segmentation of MRI data," Medical
Imaging, IEEE Transactions on, Vol 15, pp. 429-442,
09/01 1996.



NikravanShalmani et al./ Journal of Al and Data Mining, Vol. 9, No. 2, 2021

[27] F. Forbes, S. Doyle, D. Garcia-Lorenzo, C.
Barillot, and M. Dojat, Adaptive weighted fusion of
multiple MR sequences for brain lesion segmentation.
2010, pp. 69-72.

[28] Y.-D. Zhang, C .Pan, J. Sun, and C. Tang,
"Multiple sclerosis identification by convolutional
neural network with dropout and parametric ReLU,"
Journal of Computational Science, Vol 28, pp. 1-10,
2018/09/01/ 2018.

[29] S.-H. Wang et al., "Multiple Sclerosis
Identification by 14-Layer Convolutional Neural
Network With Batch Normalization, Dropout, and
Stochastic ~ Pooling,” (in eng), Frontiers in
neuroscience, Vol 12, pp. 818-818, 2018.

[30] T. Williams and R. Li, "Wavelet Pooling for
Convolutional Neural Networks," in International
Conference on Learning Representations, Vancouver,
BC, Canada, 2018.

168

[31] A. M. Rossetto and W. Zhou, "Improving
Classification with CNNs using Wavelet Pooling with
Nesterov-Accelerated Adam, "in Proceedings of 11th
International Conference on Bioinformatics and
Computational Biology Vol 60, ed: EasyChair, 2019,
pp. 1-14.

[32] A. A. M. Abadi, P. Barham, E. Brevdo, Z. Chen,
C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin,
S. Ghemawat, 1. J. Goodfellow, A. Harp, G. Irving, M.
Isard, Y. Jia ,R. Jozefowicz, L. Kaiser, M. Kudlur, J.
Levenberg, D. Mane, R. Monga, S. Moore, D. G.
Murray, C. Olah, M. Schuster, J. Shlens, B. Steiner, 1.
Sutskever, K. Talwar, P. A. Tucker, V. Vanhoucke, V.
Vasudevan, F. B. Viégas, O. Vinyals, P. Warden, M.
Wattenberg, M. Wicke, Y. Yu, and X. Zheng. ,
"TensorFlow: A System for Large-Scale Machine
Learning,” presented at the 12th {USENIX}
Symposium on Operating Systems Design and
Implementation ({OSDI} 16), Savannah, GA, 2016.



JFee Jlo 30 0,las ippi 0,90 «ws9l500s 4 (sEoias Lign dlors u/)/.(ab} ‘;:Q.Lu u/}fﬁ.r

PP (orac el jlesliinl b punblido waldd piglad g9, 5l el Gole (anseid

S g0 |°Lé‘>| 2 (o

" oly plow 9 7T Slekd ylg,5u Loyl eslos e e

olpl el ey asly collwl 0‘)‘1 ol (WD § (D SUSLSIS ¢ i g S os)f‘

Ol 2 sS @ yS 9oty ool SI5T olEEGIS ¢ i § (B SUSUEIS ¢ gunolS 09,5 "

AES AVEN 7R% SRSV 2 SYRRVARSRPI (P % SYRYIAR 30 W

RN

anls obml g ooges o5 1) (orae ladgbe SUE (ol sl Jsho &5 Sl (635 10 ras i o gh Lidloe oS oo 55 (5 5lem ol
SzsS ojlail asle alse w05 o0 plodl she el pslad 595 2 (o Djygar Ugare raasite by Slald jarsils § ow)p WS (o
2335 (g los olidl (asets & yzmie alg oo il (ol o (555 5 ;500 lagsylens | (B b Dlals calid e o Ll (Sass]y wlals
9 S gl G0l slaghy 1 B enl lp wies Al paras c8s aiilgige (S5 lpl plte 4 pslal asis Bag slahs,
Geos gmas sloasls l oolainl cpgai o Oluls jaseis Glp G ,50L j0 Joliie igy el oals colitul Bros (5 pTol 850,
plesl Sl Gmgsy ol 53 i on plonl | (S 4t ol G2alS alesl all 5 ba Sy 15l (o35l Al s ol o i (glyls
S |y gl 55 5 5 0 St ol ojlul (el 5 (539)5 gal i p oslle Srge Jae sl o ealitd Szse b n s
ol (bg; aled mal)d 1) (arsds ) e Ol Wlgie i ol 5l eoliil ol plis WS o Cios g 1y (e Lo Shag 5 005ed
Blo (i Cono e (cwyp 3)90 SlBGEY) b dmlie )3 a5 wdlbioe Juate WalS 4l Sy g S plesl 4l g0 (gl WU P (e
ool Gy 0o ys QAT S55 5 0o y00/T + 85 oy AT oo o wllos 3,3 Yo g Jlogs PA (695 sloools (g5, 52 Lialol b o

o

ot gl cmac aSll (wlpl (5 lom « S>ge (o (5 S0k :‘5-\.:.15 Olods




