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Abstract

Breast cancer is one of the most common cancer in the world. An early detection of cancers causes a significant
reduction in the morbidity rate and treatment costs. Mammography is a known effective diagnosis method of
breast cancer. A way for mammography screening behavior identification is women's awareness evaluation
for participating in the mammography screening programs. Today, intelligence systems could identify the main
factors involved in a specific incident. These could help the experts a wide range of areas, specially health
scopes such as prevention, diagnosis, and treatment. In this paper, we use a hybrid model called H-BwoaSvm
BWOA is used for detecting the effective factors involved in the mammography screening behavior and SVM
for classification. Our model is applied on a data-set which is collected from a segmental analytical descriptive
study on 2256 women. The proposed model is operated on a data-set with 82.27% and 98.89% accuracy and
selects the effective features on the mammography screening behavior.

Keywords: Breast Cancer, Mammography Screening Behavior, Binary Whale Optimization Algorithm, SVM
Algorithm, Feature Selection.

1. Introduction

Breast cancer is one of the most common cancers because cancer is diagnosed ordinarily in the
among women throughout the world. in 2019, the advanced stages [4].

breast cancer organization announced thatl in 8 US

women buckled under the invasive breast cancer O_ve_ra_ll, women mortality hgs decreased
(about 12.4%) in their life-time. Based on these significantly from 1989 up to now in the world. It

statistics, 268,600 new invasive breast cancer were maybe the result of progressive treatments or early
distinguished in 2019, and the breast cancer fatality detection mechanisms in the screening programs

was 41,760 women in this year [1]. In 2018, the [1]. The average survival rate of breast cancer in
world Cancer Research Fund International the first 5-years of incidence is 90% [5]. Early
(WCRF), has published a list of 25 countries with detection of breast cancer is a survival factor. In

this situation, patients can use various treatment
services like inexpensive  surgeries and
chemotherapy with fewer serious side-effects [6].
There are two known methods for an early

the most incidence rates of breast cancer. Belgium
was the first that were Luxembourg, Netherlands,
France, and New Caledonia Usually, the incidence
rate of breast cancer is estimated to be n/100,000

cases. This rate in Belgium is 11,302/100,000 detection of breast cancer: clinical breast
cases, in US is 84.9/100,000 [2], and in Iran is examination (CBE), known as mammography, and
33.1/100,000 [3]. The research works have shown breast self-examination (BSE). A mammography

test is a low-dose X-ray photography from a breast
tissue. A mammogram test can figure out cancer 2
years junior. Mammography studies demonstrate
mammogram tests, reducing the morbidity and

that the breast cancer incidence is more popular in
western countries than in the eastern countries. In
despite, death rate is more in eastern countries
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mortality risks of breast cancer up to 20%.
Moreover, new research works have shown that
mammaography screening programs in Europe and
Canada have reduced this factor even up to 40%][6].

Incidence of mammogram test has been promoted
with performing mammogram screening programs.
This has been further than 50% between women
older than 45 years, and between women 40-45
years old has been about 40% [6]. Mammogram
screening programs can reduce death rate from
breast cancer with growth of women participation
rate [7]. Health researchers measure the breast
cancer rate using the level of health services in
various populations with some questionnaires. This
measurement could reveal the people’s preventive
behavior in the society [8]. Breast cancer screening

in Iran has been done by the Ministry of Health and
Education from 2011. This program recommends
that every women older than 40 should have a
mammogram test every year [9]. Measuring
women's awareness level of mammography
screening reveals how much women are ready for
participating in this program.

The transtheoretical model - also called the Stages
of change model- was developed by Prochaska and
DiClemente in the late 1970s. This model is a
model of intentional change, and believes that the
change in behavior is a process and occurs
continuously through a series of stages.

Table 1. three-part questionnaire.

Features (questions)

Birth date

2 Education level
3 Marital status
4. Occupation
5. Marriage age
6 First pregnancy age
7 Children number
8 Breastfeeding
9. Breastfeeding duration
10. Menopause
11. Menopause age
12. Income level
13. Evaluation of income status
14. Insurance status
15. Breast problem background
16. Breast problem type
17. Breast cancer history in family
18. Having mammography or sonography experience
19. Having information about breast cancer and early detection methods (yes, no)
20. Type of information resource about breast cancer screening
(radio, journal, Tv, books, internet, family, friends, physician, responsive auxiliary phone, health center)
21. Breast cancer screening methods (mammography, breast self-examination (BSE), clinical breast examination
(CBE), sonography, pap smear)
22. Target population for breast cancer screening
(health women, suspected women, women with breast cancer)
23. Target age group for mammography screening
(20-40 years, > 40 years, any age group)
24. Alternative time for BSE (monthly, every 6 months, yearly, every 3 years)
25. Beginning age of BSE (>=20 years, 20-40 years, >40 years)
26. Alternative time for mammography
(monthly, every 6 months, yearly, every 3 years)
27. Having mammography experience (yes/no)
28. Mammaography numbers
29. Mammaography status
(precontemplation, contemplation, action, maintenance, relapse)
30. Having BSE experience (yes/no)
31. BSE status (precontemplation, contemplation, preparation, action, maintenance, relapse)
32. Having CBE experience (yes/no)
33. Alternative time for CBE
34. CBE status (precontemplation, contemplation, action, maintenance, relapse)
35. Having pap smear experience (yes/no)
36. Pap smear numbers
37. Pap smear status (precontemplation, contemplation, action, maintenance, relapse)
38. Tendency to participate in educational class

This model assert that individuals move through
stages of change in  precontemplation,
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contemplation, preparation, action, maintenance,
and relapse [10].
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Now a days, a lot of digital data are collected which
are related to the health fields such as prevention,
treatment, and education areas. The intelligence
algorithms used to classify, knowledge extraction
and pattern discovery are effective and important
steps for developing affiliate aims. These
algorithms in the least possible time and resources
gain the best results with an acceptable precision.

In this paper, we work on a data-set that was
collected from 2256 questioners based on stages of
change model. Women have filled out these in
2016. Our goals are data classification into 5
groups, as mentioned above, and extraction of
important  features that are effective in
mammography screening behavior. We use Whale
Optimization Algorithm (WOA) and Support-
vector machine (SVM) algorithms.

The rest of this paper is organized as follows. In the
next section, we introduce our data-set, basic
concept of applied algorithms, and proposed
method. In Section 3, the experimental results of
our proposed method are shown. Finally, Section 4
concludes the research consequences.

2. Materials and methods

2.1. Data-set

Our data-set was collected from a cross-sectional
analytic descriptive study. In this work, 2256
women personnel of governmental organizations
were investigated in 2016-2017. The data-
gathering tool was a three-part questionnaire:
sociodemographic  characteristics, knowledge
about breast cancer screening methods and
women's performance and stage of change
regarding screening behaviors of mammography.
This questionnaire is shown in table 1.

We used the data-set with 2256 records and 53
features, which were extracted from questions in
guestionnaire because some of the questions had
more than one value. The extracted statistical
information from data set is shown in table 2. Also,
see the mammaography screening behavior stage of
statistical change in table 3. Each woman was
grouped in one of five classes (precontemplation,
contemplation, action, maintenance, relapse).

2-2. Whale Optimization Algorithm (WOA)

WOA was proposed by Seyedali Mirjalili to
perform optimization. WOA mimics the social
behavior of humpback whales. The algorithm
simulates two phases of hunt behaviors of
humpback whales, which are the exploitation phase
and the exploration phase. The first phase is
encircling a prey and spiral bubble-net attacking
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method (exploitation phase) and the second phase
is searching randomly for a prey (exploration
phase). In the following, we introduce the
mentioned steps of algorithm in details from
Mirjalili et al [11].

Table 2. Frequency Distribution of Demographic

Variables.
Variables Number %
Education Elementary 32 14
Level High school 42 1.9
Diploma 216 9.6
University 1966 87.1
Marital Status Married 1996 88.5
Single 225 10
Divorced& Widow 35 15
Menopause Yes 125 55
No 2131 94.5
Income Level Good 528 234
Moderate 1526 67.6
Weak 2.2 9

Table 3. Frequency Distribution of breast cancer
screening behavior stage of change.

reening Behavior Mammaography
N (%)

Stage of chan

Precontemplation 1458 (64.6)

Contemplation 568 (25.2)

Action 154 (6.8)

Maintenance 58 (2.6)

Relapse 18(0.8)

Total 2256 (100)

2.2.1. Encircling prey

Humpback whales can actually find the position of
the prey and then hunt it in a shrinking circle way.
Mathematical model of the movement of a whale
around a prey is as follow:

D(t) = C.X"(t) - X ()| (1)

X (t+1) = X" ()= AD(t) )

1
where, t displays the current iteration, D(t) is a
1 LI .
distance vector between X (t) and X (t) inthe t™
1
iteration X (t) is the current solution (current wale

! * - -
position), X (t) displays the best solution (prey
position) acquired so far, | | is the absolute value,
and ¢ is an element-by-element multiplication. The
solutions update their positions according to the

1

position of the best-known solution using (2). A is
1

a random value in the range of [-a, a],and C isa

coefficient, obtained as follow:

Ao 2br - ®

C=2f @
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In these equations, a isavalue in [0 2] that reduces
linearly in each iteration and I is a random vector
in the range of [0 1].

2.2.2. Bubble-net attacking

This phase consists of two approaches that update

the position of whales, which are equally applied.

1-  Shrinking encircling mechanism: this behavior
is gained in (2,3) where a decreases linearly
from2to O and r is a random vector in [0, 1];
the new position of search agent could be
updated anywhere between the current position
of the search agent and the position of the best
search agent.

2- Spiral updating position: a spiral equation is
then constructed between the positions of
whale and prey to simulate the helix-shaped
movement of the humpback whales.

X (t+1) = D'(t).e” cos(27l) + X" (¢) (5)

where, IID'(t) = )I(*(t)—>|((t)| and displays
the distance of the whale from the prey in the
t™ iteration, b is a constant for determining
the shape of the logarithmic spiral; b =1 was
used in our model, I is a random number in
[-1, 1], and « is an element-by-element
multiplication.

Humpback whale movement is around the prey
within a shrinking circle and along a spiral-shaped
path simultaneously. Therefore, we presume to
update the position of whales, where there is 50%
probability to choose between either the shrinking
encircling or the spiral, as follows:

X (t+1) =
; )2*(t)—,[\.I5(t),rp<0.5 (6)
D'(t).e" cos(2zl)+ X (t), p>0.5

where, p isarandom value in [0, 1].

2.2.3. Search for prey
This approach is explloration phase that is based on

the variation in the A vector that can be utilized.
The search process for hun]pback whales is

randomly. Therefore, we used A with the random
values greater than 1 or less than —1 to force search
agent to move far away from a reference whale.
This mathematical approach can be represented as
follows:

D) = € X,y (1) - X (1) ()
X (t+1) = X,y (1) — AD(t) ®)

1
where, X, (t) is a random position vector for a

random whale. In the following, figure 1 shows the
pseudo-code of the WOA algorithm [11,12].

Calculate the fitness of each search agent.
X*=the best search agent
while (t< maximum number of iterations)
for each search agent
Update 5, A(I:
ifl (p <0.5)
1
if2(Al<l)

else if2 (| A| >= 2)
Select a random search agent

end if2
else ifl (p >=0.5)

end ifl

Calculate the fitness of each search agent
Update X" if there is a better solution.
t=t+1

end while

return X*

Initialize the whales population Xi (i = 1, 2, ..., n) and number of iterations.

Update the position of the current search agent by Eq. 2

Update the position of the current search agent by Eq. 8

Update the position of the current search by Eq. 5

Check if any search agent goes beyond the search space and amend it

Figure 1. pseudo-code of WOA[11]
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2.3. Synthetic  Minority
Technique (SMOTE)
Sometimes, data-set class- member is not balanced.
In this situation, mining algorithms could not work
as well as possible. A lot of useful mechanisms are
invented to amend this limitation. SMOTE is one
of them. SMOTE adds new random samples to the
minority class. This process benefits from KNN
algorithm on the original data-set. New generated
samples are created by attribute values that are in
the data-set [15].

Over-sampling

2.4. Support Vector Machine (SVM)

SVM was developed by Vladimir Vapnik who is
known as a non-linear binary classifier. SVM is a
supervised learning algorithm that is used for both
classification and regression. SVM creates linear
separating hyperplanes in high-dimensional vector
spaces[16].

The best hyperplane has a maximum distance from
the margin. Margin is the closest distance to the
training data points. The instance in data space
whose distance from the hyperplane is equal to the
margin is named Support Vector (SV). Various
forms of kernel function are [16]:

Linearkernel : K(x;,X;) = X/ X; (11)

Polynomialkernel : K(x;,x;) = (»X x; +1),7 >0
. _ 2

RBFkernel : K(x;, ;) =exp(=y || X, —; [|),» >0

SigmoidKernel : K(x;, x;) =tanh(yx/ x; +)

K(X;,X;) is the kernel function that is calculated

from the inner product of the two instance vectors
X; and X; . y is akernel parameter. The inner product

of X, map space is to the feature space ¢ and result
of mapping is shown by ¢(x;) [16].

2.5. Features selection

On one hand, the experts in various areas,
especially health experts, make effort to figure out
dependency or independency of specific features in
their research scopes. Thus, they have collected a
lot of features in a certain subject, and afterwards,
they find out the probable dependency or
independency between features and their subject
using different techniques like analytical
techniques.

on the other hand, from the perspective of
intelligence algorithms, dimension reduction and
feature selection are approaches to reduce space
problems and cause of time and complexity
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reduction. According to whether the grouped data
are available or not, these problems are categorized
into 3 types: supervised, unsupervised, and semi-
supervised. The general aim is feature selection
choice feature subsets with utmost effect on record
classification [17].

2.6. Proposed method

In this section, we investigated and identified the
effective factors in the mammography screening
behavior with H-BwoaSvm model. We used
BWOA for the feature selection and SVM for
classification in the mammography screening
behavior problem. This process was performed on
the data-set as mentioned in Section 2-1.
Optimization binary algorithms are applied to the
feature selection solutions. In these types of
algorithms, attribute values are bounded to 0 and 1;
0 demonstrate an unselected attribute and 1
indicates a selected attribute. Our proposed method
uses BWOA for feature selection, and also the
SVM accuracy value is used as the evaluation cost
in the fitness function.

First of all, normalization preprocess is employed
on the data-set. After that, hybrid algorithm of
BWOA and SVM are appraised on normalized data
set. In the following, we explain the proposed
method.

1. Preprocess:
a) Normalization: Normalization process is

defined as follows:

— X~ Xin (12)
Xmax_xmln
where, X is the feature value that is

normalized to X . X, and X, are the

minimum and maximum values of each
feature.

b) Balancing: If the data set is imbalanced,
data-set is balanced by the SMOTE method.
¢) Changing normalized data to binary data:
Normalized data set values are grouped with
the 0 and 1 labels.
2- Feature selection and classification:
BWOA is used for feature selection. In
BWOA, a used SVM classification algorithm
is used in the fitness function. SVM accuracy
value is a criterion.

Figure 2 shows the model diagram. Preprocessing
steps are prepared for feature selection. As shown
in figure 3, H-BWoaSvm model operates on the
preprocessed data-set (to be normalized, balanced,
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and binary). BWOA classifies the input data with Recall = TP *100 (15)
association of SVM cost function. " TP+FEN
3. Experiment and results: where, TPand FN are the number of items that

In order to evaluate the performance of the
proposed method, various evaluation metrics were
used. They were accuracy, precision, and recall.
We used evaluation metrics as:

are correctly classified. TN and FP are the
number of items that are incorrectly classified.

The experiments were run on a system with an Intel
Core i7-7700 HQ 2.80 GHz processor and 16 GB
memory on Wndows10. The proposed method was

Accuracy = TP+TN *100 (13) coded by the Matlab R2017b software.
TP+TN+FP+FN
Precision = L”‘100 (14)
TP+FP
Preprocess

Feature Selection

Data-set

Figure 2. Proposed block diagram for feature selection algorithm.

Data-set Hybrid WOA
and SVM

Smote

Balanced data
I Unbalanced I

[ Initialize whale population, T=0 Solutions

Fitness evaluation

X*= the best search agent, T=T+1

For each
Yes
Update the position of current
search agent Eq.2

Accuracy

[

Select the random search Xrand

v
[Update the position of current search using Eq.8 }
Update the
position of ¢
U search X*=the best search agent, T=T+1 Solutions
using Eq.5

N ‘ . SVM

—[ Fitness Evaluation

.i. Accuracy
[ X*= the best search agent, T=T+1

No

Meeting stop
criterion

[ Report Evaluated fitness and X* }

Figure 3. Flowchart of H-BWoaSvm algorithm for feature selection.
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The values of parameters of H-BwoaSvm were set
as follow: population size = 10, 15 and maximum
iteration = 10, 20, 30. SVM algorithm was done in
10-fold cross-validation. As regard, we used 10-
fold cross-validation, and 90% of data-set was
used for train and 10% for the test data-set.
Two different types of binary data-set were made
ready from the original data-set for algorithm
normalized data-set that includes women who have
not yet done a mammogram test (group 0) and who
have done at least one mammogram test (group 1).
Type 2 is a set of records that include women who
have not decided to do a mammogram test next
year (group 0) and women who have decided to do
a mammogram test at next year (group 1).

Table 4 shows the simulation result of H-
BwoaSvm on type 1 set. The best obtained
accuracy was 82.27%. This accuracy value was
obtained on all 3 different iterations with 3
different agents. The result of feature selection in
our proposed method was selection of 11 features.
In order, these features are type of occupation (q.
4), first pregnancy age (g. 6), income level (g. 12),
breast problem background (g. 15), type of
information resource about breast cancer screening
from radio and friends (g.20-1, g. 20-7), having
mammaography experience (g. 18), mammography
status (q. 29), having BSE experience in home (q.
30), having CBE experience (gq. 32), and having
experience of pap smear test (g. 35).

Table 4. Simulation result for type 1 data with H-
BwoaSvm model.

Iteration Wale Accuracy  Precision Recall
10 10 82.05 82.44 81.55
15 82.27 82.71 81.93
20 10 82.09 82.98 81.33
15 82.18 82.61 81.72
30 10 82.27 82.97 81.59
15 82.27 82.98 81.68

Also you can see in table 5 the simulation result of
H-BwoaSvm on type 2 set. Based on table 5, the
best accuracy was 98.89 on simulation with 30
iterations.

Table 5. Simulation result for type 2 data with H-
BwoaSvm model.

Iteration  Wale  Accuracy Precision Recall
10 10 98.77 96.15 100
15 98.83 96.35 100
20 10 98.83 96.34 100
15 98.89 96.54 100
30 10 98.83 96.35 100
15 98.89 96.54 100
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The selected features from these runs, in order, are:
age group (g. 1), number of children (g. 7), income
status (g. 12), breast problem (g. 15), acquiring
mammography awareness from radio, books,
journals, internet, and responsive auxiliary phone
(9. 20-1, g. 20-4, g. 20-2, g. 20-5, g. 20-9), clinical
examination (g. 21-3), time of BSE (g. 25), number
of mammogram test (q.28), having clinical
examination (g. 32), and status of clinical
examination (q. 34).

As mentioned above, the features were selected by
H-BwoaSvm model have a significant relationship
with the characteristics. Since finding the main
efficient factors is an important objective in many
studies, we explored a lot of research works in this
scope and could not find any work using the
intelligent approach for extracting the principal
features on mammaography screening behavior.
Mostly, experts assist in the analytical tools for
analysis results. Patel et al. [18] have explored the
factors influencing breast cancer screening in low-
income African American women. They achieved
some factors like marital status and having health
insurance. In [19], Melvin et al. have predicted
participation in mammography screening of None
hispanic/hispanic white/black women just by
analytical approaches. Another study in Turkey
[20] has revealed women with familial breast
cancer history had lower participation in
mammography screening. They found the results
by logistic regression analysis. As well, in many
Iranian research works such as [21-23], analytical
techniques have been used to discover
mammaography screening behavior of population or
in other subjects. In this work, we found 11
effective factors on participation or not
participation in mammography screening with
82.27% accuracy. Then we found 14 factors on
mammography behavior repletion with 98.89%
accuracy.

4. Conclusion

We have presented the H-BwoaSvm model for
mammography screening behavior classification
and feature selection. Our hybrid model was a
combination of BWOA and SVM algorithms. We
found the effective factors on participating/not
participating in mammaography screening test. The
obtained results showed that our proposed model
could detect intelligent patterns for doing
educational interventions of breast cancer
screening. These results were taken without
ordinary statistical analysis. Therefore, it was a
good approach for knowledge discovery in this
scope. Participants in mammography screening test
were screened for the risk of breast cancer for 5
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years. They were traced for desiring to take part in
screening test and their health status. Due to this
fact, after the screening period and completing data
gathering, we could use deep learning techniques
for better mining. These techniques lead us to
improve feature selection and discover the most
important factors in the women mammography
screening behavior.
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