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Algorithm 1. First phase of the proposed method 

1 # V: set of nodes 

2 i# L[i]: label of V  

3  # B: set of boundary nodes 

4  # Best_Community (Vi): Finds the best community for node Vi  according to  Equation (4). 

5 # Initial_Update: Calls the  Best_Community  function for all nodes for label initialization  

6 Input : Adjacency list of G(V,E) as  undirect and unweighted graph 

7 Output : L (labels of nodes)  

8 { 

9             Disable random update    

10             Initial_update() 

11             Initialize_B() #Initialize the set of boundary nodes for first 

12             Enable random update 

13            While B !=  

14 = randomly selected node from B iv                        

15                        remove I from B 

16  i): update label of viL[i] = best community(v                       

17 is changed then iIf  label of v                       

18 and push them to B if became a boundary node iCheck neighbors of v                       

19            Return L 

20 } 

Algorithm 2 Second phase of the proposed method 

1 # C: Extracted community structure in first phase 

2 # d(ci, cj): Difference between the current number of edges and required number edged for integrating Ci and Cj,  Equation (11) 

3  jand C iCj): merge community C ,i# Merge(C 

4 Input: Extracted community structure in first phase  

5 Output: Final community structure 

6 { 

7 of communities s) for all pairj, CiCalculate d(C           

8           While true 

9 )j, CiSelect minimum value of d(C                     

10                      If  d < threshold 

11                                Break 

12 ) # two communities with minimum value of d is merged j, CiMerge(C                      

13                      Calculate d between new merged community and other ones 

14           Return C # final community structure (some communities are merged in C ) 

15 } 
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A flowchart of the second phase is presented in 

figure 3. In this flowchart, tr is the threshold value 

and is equal to 0 in our experiments. 

Algorithm 2 is the second phase of SD-GCN. 

 

3.3. Complexity analysis 

3.3.1. First phase 

In this phase, first, the labels of all nodes are 

updated in the Initial_Update() function whose 

time complexity is O(n). Then all the boundary 

nodes are detected and pushed to set B. The number 

of boundary nodes is less than N (total number of 

nodes), and in the community detection process, 

only a few times is possible that a node is added to 

the boundary node set. Thus the time complexity of 

the first phase is O(n).  

In terms of memory usage, all the data structures 

that are used are the adjacency list of nodes, list of 

labels, and boundary node set. Thus the memory 

usage has a linear relation with the total number of 

nodes (N). 

 

3.3.2. Second phase 

The time complexity of the second phase is 

computed as follows. We assume k as the number 

of all the detected communities by phase 1, n as the 

number of all nodes, and E as the number of all 

edges. Difference d is computed in a nested loop. 

which iterates k*k time and each iteration, density 

Therefore, the time complexity calculating the 

required number of edges for integration will be as 

follows: 

 
2

2 2

2

2 2
2

n E k n
T k k n E k n

k k k

 
      

 

 (12) 

 

After any integration, only the updated values for 

the new community and others will be refreshed, 

and recalculating all pairs is not required. The order 

of time complexity in this phase is O(kE). Clearly, 

the complexity of this phase is higher than the first 

phase, and it is recommended to be used only for 

small communities.  

Memory usage for the second phase is very little 

and the community structure from the first phase is 

considered to merge some communities if required.  

 

4. Experiments 

We evaluated SD-GCN over several real-world and 

artificial datasets. The real-world datasets include 

four small- and three large-scale ground truth 

datasets.  

4.1. Datasets 

In this section, we summarize the datasets used in 

our experiments for evaluating the proposed 

method. 

4.1.1. Small real-world datasets with ground 

truth 

We start the evaluations with real-world problems. 

Characteristics of the three utilized small dataset 

are summarized. 

 Zachary karate club network is a very 

popular network referenced in several 

methods [26]. This network includes 34 

nodes and 78 edges that represent 

associations between members of the club 

at a university in the United States. In the 

Zachary's karate club, all nodes are 

included in two communities. 

 Dolphin network is derived from 

Lusseau’s study about the behavior of 62 

bottlenose dolphins living in New 

Zealand’s Doubtful Sound [27]. The 

dolphin network includes 62 nodes and 

159 edges. The nodes represent the 62 

dolphins and each edge represents the 

interaction between the two dolphins. 

 US College Football network shows the 

games’ schedule among Division I of the 

US College Football League during the 

2000 season [3, 28]. This network consists 

of 115 teams (nodes) and 613 edges. Each 

edge connects two teams that play together 

in this league. The college football 

network is divided into 12 communities. 

This database is notated as Football in the 

following tables. 

 Political Books network is composed of 

American politics that compiled by Valdis, 

Krebs during the 2004 presidential 

election. This network involves 105 books 

(nodes) and 441 edges. Each edge connects 

two nodes whose related books are 

purchased together. In this network, all 

nodes are divided into three communities 

[17]. 

 

4.1.2. Large-scale real-world datasets with 

ground truth 

SD-GCN is also evaluated on large real-world 

networks with the ground-truth of their 

communities, provided by SNAP [29]. These 

datasets include Youtube, Amazon, and DBLP. 

Table 1 shows the details about these networks. 

Table 1. Details of large real-world networks. 

Network # of Nodes # of Edges # of Communities 

Youtube 1134890 2987624 8385 
Amazon 334863 925872 75149 

DBLP 317080 1049866 13477 
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4.1.3. real-world networks without ground truth 

For further evaluation, the proposed method is 

tested on some real-world networks. The 

community structure of these networks are not 

available for the algorithm. Table 2 shows the 

details of these networks. 

Table 2. Details of real-world networks without ground 

truth of communities. 

Network # of Nodes # of Edges 

Email 143 623 

Power grid 4941 6594 

Face book 4039 88234 

Twitter 404719 713319 

 

4.1.4. LFR benchmark network 

This network is computer-generated. We evaluate 

our method on six different LFR networks with a 

different number of nodes and parameters. Table 3 

shows the details of the LFR networks. The 

average degree is denoted by k, maxk is the 

maximum degree, minc is the minimum number of 

communities, and maxc is the maximum number of 

communities. The mixing parameter µ is changed 

between 0.1 and 0.9 to produce 54 networks. For 

larger µ values, the community structures become 

less explicit. 

Table 3. Details of LFR artificial networks. 

Name # of nodes K maxk minc maxc 

LFR1 1000 15 20 20 45 

LFR2 1000 10 30 15 40 
LFR3 2000 15 20 10 30 

LFR4 2000 10 25 15 40 

LFR5 5000 10 10 10 30 
LFR6 5000 15 20 20 40 

 

4.2. Evaluation metrics 

4.2.1. Normalized mutual information 

One of the important metrics for evaluating the 

community detection algorithms is the NMI 

measure. The NMI value in the best case is equal 

to 1, where the detected community is exactly the 

actual structure in the ground truth. A zero value 

for NMI is the situation where the algorithm detects 

the whole network as a community. 

We evaluate SD-GCN based on NMI. To commute 

the NMI value, a confusion matrix (N) is 

calculated. The rows in this matrix are the actual 

communities and the columns are the detected 

communities. Each entry Nij is the number of nodes 

in the actual community i that is present in the 

detected community j. Equation 13 presents the 

computation of NMI. 
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(13) 

where A is the actual community structure, B is the 

detected structure, ca and cb are the numbers of the 

actual and detected communities, respectively, n is 

the number of nodes in the network, Ni is the sum 

of the ith row, and Nj is the sum of the jth column in 

the matrix N. 

 

4.2.2. Modularity 

Modularity is a measure that evaluates the quality 

of a community detection approach on a network. 

Calculation of the modularity is carried out by 

Equation 14.  

  

1
 

2 2
,

i j

ij i jij

d d
Q A c c

m m


 
   

 


 (14) 

where, m represents the number of edges, Aij is an 

adjacency matrix, where Aij = 1 if node i is linked 

to node ;otherwise, Aij = 0. δ(ci, cj) is a piecewise 

function defined as: if ci = cj , then δ(ci, cj) = 1; 

else, δ(ci, cj) =0. 

The maximum value for the modularity is 1. The 

high-quality clustering approaches lead to discover 

better communities and achieve larger modularity 

values. Modularity compares the actual number of 

intracommunity edges with the expected number of 

edges in a random graph with the same degree 

distribution.  

 

4.3. Evaluation results 

The proposed algorithm is implemented in Python 

3. All experiments are evaluated on a laptop with 

Intel core i5 CPU (2 core 2.67 GHz) and 4 

gigabytes of RAM. 

Tables 4 and 5 present the experimental results on 

small and large networks based on the NMI values 

and for our proposed SD-GCN method and other 

compared algorithms such as G-CN , DCNR, LPA , 

LVN [30], and Infomap [31]. 

Based on the results in table 4, the first phase of 

SD-GCN, which runs in O(n), surprisingly 

achieves comparable results with other algorithms 

that run in a higher time complexity. In all small 

networks, our approach outperforms other 

compared algorithms. In large-scale data sets, SD-

GCN has the best performance in the Amazon and 

DBLP datasets. However, in the Youtube dataset, 

DCNR has the best and SD-GCN has the second 

best performance based on the NMI measure. 

Based on the results in table 4, it seems that SD-

GCN has lower modularity values than the other 

approaches; for example, for the Karate and 

Dolphins networks, some methods have higher 

values of modularity. However, it should be noted 

that the best-known modularity based on the 

ground truth of these communities is achieved by 

SD-GCN.  
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Table 4. Experiment results on small real-world networks with ground-truth communities. 

 

Table 5. Experimental results on large real-world networks with ground truth communities. 

 

Table 6. Experimental results on real-world networks without ground-truth communities. 

  

Table 7. Execution time (ms). 

 

Table 8. Number of boundary nodes. 

 

Therefore, the larger modularity values in the table 

are not the evidence of the superiority of the other 

approaches.  

The results in table 5 show that SD-GCN achieves 

an improvement according to both the NMI and the 

modularity measures. Table 6 shows the results of 

the community detection algorithms on some 

networks that do not have ground truth for 

communities. Therefore, the NMI measure cannot 

be calculated for these networks, and the methods 

are evaluated only based on the modularity metric. 

The results show that our method outperforms the 

DCNR and GCN methods for all of datasets. 

Also in the email and Power-Grid networks, the 

modularity values of SD-GCN are higher than the 

others.  

In the Twitter network, the modularity values are 

approximately the same for all methods. 

Table 7 presents the execution time of the 

experiments.  

Datasets SD-GCN DCNR G-CN LPA LVN Infomap 

NMI Q NMI Q NMI Q NMI Q NMI Q NMI Q 

Karateh 1 0.371 1 0.371 0.847 0.378 0.753 0.379 0.59 0.42 0.7 0.401 

Dolphins 1 0.379 0.7 0.392 0.552 0.473 0.74 0.412 0.48 0.53 0.5 0.527 

Football 0.927 0.601 0.89 0.568 0.893 0.524 0.89 0.468 0.88 0.6 0.92 0.6 

Polbooks 0.576 0.475 0.575 0.475 0.551 0.489 0.555 0.554 0.51 0.52 0.49 0.522 

Datasets SD-GCN DCNR G-CN LPA LVN Infomap 

NMI Q NMI Q NMI Q NMI Q NMI Q NMI Q 

Amazon 0.694 0.793 0.468 0.78 0.57 0.747 0.54 0.783 0.11 0.643 0.601 0.232 

DBLP 0.545 0.745 0.349 0.734 0.56 0.713 0.64 0.674 0.13 0.696 0.647 0.714 

Youtube 0.109 - 0.149 - 0.07 - 0.07 - 0.06 - 0.128 - 

Datasets SD-GCN DCNR G-CN LPA Infomap 

Q Q Q Q Q 

Email 0.473 0.47 0.468 0.426 0.461 

Power grid 0.581 0.52 0.492 0.581 0.572 

Facebook 0.643 0.64 0.64 0.691 0.703 

Twitter 0.5 0.488 0.50 0.50 0.496 

Datasets SD-GCN DCNR G-CN LPA Infomap 

T (ms) T (ms) T (ms) T (ms) T(ms) 

Amazon 
107388 108197 210237 578822 809408 

DBLP 
168662 169128 181155 494275 669057 

Youtube 
1614414 1622313 2310019 6075115 3518799 

Network SD-GCN DCNR GCN 

Amazon 321814 323056 669726 

DBLP 297830 298081 309849 

Youtube 1078145 1080742 1440609 
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Figure 4. Experimental results on six LFR artificial networks for the SD-GCN and G-CN algorithms. 
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The test of execution time is only performed on 

large-scale datasets because the SD-GCN, G-CN, 

and DCNR, terminated in less than 1 ms, are 

considered as small datasets. These algorithms are 

also executed in the same condition. The execution 

time is depicted by T. According to table 7, the 

running time of SD-GCN is lower than all the other 

algorithms. G-CN is a recently introduced fast 

algorithm, and DCNR has a lower running time 

compared to G-CN. SD-GCN is faster than these 

algorithms because of a faster convergence of the 

label updating method based on a novel defined 

score.  

Clearly, the lowest running time of the proposed 

approach is related to the number of label updates 

in the boundary nodes. It is clear that SD-GCN has 

the best execution time because of requiring less 

updates for the boundary nodes. 

Table 8 shows the number of updated boundary 

nodes.  Thanks to the lower number of label 

updates, we gain a lower running time. 

For further experiments, we evaluate the proposed 

method over six LFR networks. The set of test is 

performed on LFR networks with 1000, 2000, and 

5000 nodes. Figure 3 presents the experimental 

results over the LFR networks. Analysis of the 

results obtained shows that the proposed SD-GCN 

method has the best performance in µ = [0.1, 0.7]. 

When µ = 0.1, it means that the LFR network has a 

clear community. In this case, our algorithm does 

not have any wrong detection in all networks. 

When µ is greater than 0.5, the structures of the 

communities become increasingly unclear. 

However, the proposed SD-GCN method has a 

better detection than G-CN for µ > 0.5 in all the 

LFR networks, except LFR2. In LFR2, G-CN has 

a better performance for µ > 0.6. However, for µ > 

0.7 in the LFR network, it is not important due to 

their tendency to the random graphs.  

 

5. Conclusion and future work 

In this research work, we proposed a local 

community detection algorithm based on the G-CN 

algorithm called the SD-GCN algorithm. It 

includes two phases. Firstly, SD-GCN scores the 

nodes based on the degree centrality and common 

neighbor measures. Then a synchronized and 

informed updating method during the initial 

updates is used instead of the random labeling 

strategy. Therefore, SD-GCN requires a fewer 

number of the label updates, which leads to the 

stability of the results and shortening the execution 

time. In the second phase, a new measure is used to 

integrate the communities in a suitable manner. It 

can discover communities with a high quality 

regardless of the network size. On the small- and 

large-scale networks with both the clear and subtle 

community structures, SD-GCN outperforms other 

compared algorithms. This is due to the scoring and 

informed label updating method of this algorithm. 
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