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Abstract 

Each semester, students go through the process of selecting appropriate courses. It is difficult to find 

information about each course and ultimately make decisions. The objective of this work is to design a 

course recommender model that takes the students’ characteristics into account to recommend appropriate 

courses. The model uses clustering to identify the students with similar interests and skills. Once similar 

students are found, dependencies between student course selections are examined using fuzzy association 

rule mining. The application of clustering and fuzzy association rules results in appropriate recommendations 

and a predicted score. In this work, a collection of data on undergraduate students at the Management and 

Accounting Faculty of College of Farabi in the University of Tehran is used. The records are from 2004 to 

2015. The students are divided into two clusters according to the educational background and demographics. 

Finally, the recommended courses and predicted scores are given to the students. The mined rules facilitate 

decision-making regarding course selection. 

Keywords: Course Recommender Model, Course Selection, Clustering, K-means, Fuzzy Association Rules. 

1. Introduction

With the advent of E-learning systems and the 

rapid development of information technologies, 

vast amounts of data are being accumulated. This 

has led to complex decision-making processes as 

well as storage, management, and analysis 

challenges [1]. Converting raw data into useful 

information helps students and academics 

improve teaching and learning methods, while 

facilitating the decision-making processes [2]. 

Many systems force students to follow a pre-

defined curriculum designed by the professors and 

universities. Although easy to execute, such 

systems offer a limited efficacy. Various methods 

have been proposed to enhance the effectiveness 

of educational systems, one of which is 

customized education [3]. 

Students are required to enroll in several courses, 

fitting their interests and skills in each semester. 

Gathering information pertaining to each course is 

a time-consuming process. Furthermore, students 

may not possess the necessary information about 

course selection as well as the time and effort 

necessary for succeeding in each course, which 

makes it more difficult to make decisions [4]. 

Recommender systems can guide users on a 

specific path. They may be used to choose 

suitable alternatives in a large space of options, 

thus reducing information overload [5]. A course 

recommender system is a type of recommender 

system able to suggest the best combination of 

courses to students and help them plan their 

educational schedules. Moreover, the system 

supports students in choosing appropriate courses 

and provides them with a basic knowledge of past 

student experiences [6]. 

In the remainder of this paper, first, a survey of 

the literature and previous works is presented. 

Section 2 details the proposed model of the study. 

Finally, Sections 3 and 4 present and analyze the 

results, respectively.  

1.1. Literature 

Initially, recommender systems emerged as tools 

for receiving recommendations from users as 
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input, aggregating them, and providing the results 

to other appropriate users. This represents a type 

of recommender system technology known as 

collaborative filtering, which is a valuable starting 

point for research works on such systems and 

methods [7, 8]. 

From a technical perspective, recommender 

systems constitute the techniques and software 

tools that suggest items to the users based on their 

preferences; this ultimately helps the user in the 

decision-making process [7]. The user preferences 

can be obtained either implicitly or explicitly. 

Recommender systems work with three types of 

data: (1) social, (2) individual, and (3) content [8]. 

In order to take advantage of the available 

information, recommenders employ a number of 

filtering methods including collaborative, 

demographic, content-based, and hybrid [9]. 

In demographic filtering, a number of 

demographic variables such as age, gender, and 

other individual features are employed [10]. 

Content-based filtering takes advantage of the 

previously collected information regarding the 

user behavior and preferences in the system [11]. 

Finally, in collaborative filtering, the information 

and opinions provided by other users are used to 

make recommendations to the new users [12]. 

Simultaneous application of these filtering 

methods is known as hybrid filtering [13]. 

Collaborative filtering is among the most 

important methods of information filtering in 

recommender systems, which is often used in 

combination with other methods [14, 15]. 

However, there are several potential problems 

with recommender systems and collaborative 

filtering including the addition of new items or 

cold start and the sparsity problems [16], which 

may lead to a reduced performance [17, 18]. In 

order to tackle these issues and improve 

performance, quite often, hybrid filtering is used 

[19]. In this method, the cold start problem can be 

addressed through clustering, which is a common 

data mining technique [9]. 

Currently, collaborative filtering, content-based 

filtering, and data mining techniques are 

considered as popular and fundamental methods 

for constructing recommender systems. Typically, 

predictive methods in recommender systems 

utilize classification, whereas descriptive methods 

rely on the clustering and association rules more 

than the other methods [7]. 

Recommender systems are widely used in 

business; however, the first application of these 

systems in the field of education dates back to the 

early 2000s, when they were used in adaptive 

educational systems. During this time, 

recommender systems soared in popularity due to 

the increased interest in traditional E-learning 

systems. These systems aimed to assist students in 

selecting courses, subjects, and educational 

content. Since then, research works on 

recommender systems in the field of education 

have attracted a significant attention [20] with 

potential applications in designing learning paths 

[21], helping universities manage and control 

student learning [22], recommending learning 

resources [23], academic advising [24], and 

recommending appropriate courses [25]. The 

developments in this area are accompanied by the 

research works on designing recommender 

educational systems [26], application of 

technology [27] and digital learning resources 

[28], and use of social networks [29]. 

 

1.2. Related work  

In the previous sub-section, a brief overview of 

common algorithms and methods in recommender 

systems was given. In what follows, in order to 

demonstrate how these algorithms can be used in 

educational recommender systems, a survey of the 

previous works in this area is presented. 

In [30], a course recommender system is 

developed according to the professional and 

personal interests of students, which aims to 

recommend appropriate courses. The system is 

based upon a Bayesian network and includes 

information from 400 students. In order to 

recommend courses, [4] uses the C4.5 algorithm 

and takes advantage of the educational 

information and demographics obtained during 

the course selection process. The proposed system 

supports students in selecting the right number of 

appropriate courses. Using learning styles, a 

recommender system is devised in [31] for an 

educational system planning known as Protus. In 

this system, first, clustering is carried out 

according to the learning styles; then the student 

preferences and habits are analyzed using the 

AprioriALL algorithm. In [32], the authors use 

data on 230 graduate students of computer science 

to design a recommender system based on the 

association rules. In order to benefit from the past 

experiences in addition to the present opinions of 

students, both the collaborative and content-based 

filtering methods are employed to recommend the 

appropriate courses. 

Combining different algorithms such as clustering 

and association rules for implementing 
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recommender systems leads to improved 

outcomes. In [33], it is demonstrated that by 

combining machine learning algorithms such as 

K-means and Apriori, more desirable results and 

superior recommendations can be obtained. 

Different association rule algorithms used in 

educational recommender systems are compared 

in [34]. Focusing on Apriori, PredectiveApriori, 

Tertius, and Filtered Associator, the authors 

showed that the Apriori algorithm outperforms the 

other association rule algorithms in predicting the 

courses selected by the students. In another 

attempt, [35] presented a combination of 

clustering, classification, and association rules. In 

this method, the data is first clustered using K-

means; next, ADTree is used for classification 

purposes; finally, the Apriori algorithm 

determines the optimal combination of courses. 

The results obtained demonstrate that the 

combined method outperforms each single 

method. 

Table 1 summarizes the recent research efforts in 

this area. A glance at this table shows that the 

clustering and association rules are more 

commonly used for identifying groups of students 

and mining course selection patterns, respectively. 
 

Table 1. An overview of recent papers on educational recommender systems. 

References Year  
Content 

filtering 

Collaborative 

filtering 

Demographic 

filtering 
Method 

[36] 2010    Pearson correlation algorithm 

[30] 2011    Bayesian network 

[31] 2011    AprioriALL & clustering 

[37] 2012    Classification & association rule (Apriori algorithm) 

[38] 2012    Clustering  

[39] 2012    
Classification & association rule (Apriori algorithm) & clustering 

(K-means) 

[33] 2013    Clustering (K-means) & association rule (Apriori algorithm) 

[40] 2014    Clustering (K-means) & association rule (Apriori algorithm) 

[41] 2014    Genetic algorithm 

[42] 2014    Swarm intelligence algorithms 

[43] 2015    Logistic regression classification 

[44] 2015    Association rule (Apriori algorithm) 

[45] 2016    Classification & association rule 

[46] 2016    K-nearest neighbors (K-NN), Sequential pattern mining (SPM) 

[47] 2017    Correlation thresholding and the nearest neighbors approach 

[48] 2017    Apriori algorithm 

Dividing the students into homogenous clusters 

according to their abilities is desired by the 

professors, and it is a necessity for understanding 

the characteristics of student groups [49]. 

Furthermore, clustering allows groups of students 

with similar performance to be identified [50], 

creating behavioral profiles of students [51], 

modeling student behaviors and predicting new 

learning styles [52]. 
The K-means algorithm is the most popular 

clustering method, whose success can be 

attributed to a number of reasons including the 

ease of implementation, ease of use, and high 

efficiency [53, 54]. In this paper, a large number 

of features including demographics and 

educational background are used for clustering. 

Aiming to improve the quality of the clusters, 

Principal Component Analysis (PCA) is utilized 

to reduce the number of data dimensions without 

data loss [55-57]. 

The previous studies utilized the Apriori 

algorithm for mining frequent patterns of course 

selections by the students. However, the algorithm 

acts in a binary manner without the ability to work 

with continuous data [58]. This constraint 

prevents us from incorporating the highly 

significant variable of score in the 

recommendations. The first solution to this 

problem is partitioning the continuous variable 

into intervals with sharp boundaries, effectively 

converting it into a binary variable. However, in 

this method, values near the boundaries may be 

ignored or used twice [59]. Instead of sharp 

boundaries, [60] proposes the application of fuzzy 

sets that represent intervals without sharp 

boundaries. The extracted rules are called fuzzy 

association rules [61].  

 

2. Fuzzy association rule mining model 

Figure 1 illustrates the proposed model used for 

mining fuzzy association rules in this paper. As 

shown, the model starts by defining the problem 

of the study and continues with data selection, 

analysis, and preparation. Once different groups 

of students are identified through clustering, fuzzy 

frequent patterns are extracted from each cluster. 

In this step, using membership functions, 

continuous data is converted into fuzzy variables, 
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and the frequent patterns as well as fuzzy rules are 

mined. In what follow, the details of each step are 

discussed in a greater detail.  

 

2.1. Problem definition 

This work considers the problem of mining fuzzy 

association rules regarding student course 

selections. In the first stage, the mining domain is 

required to be limited so that rules can be 

extracted from similar groups of students. In order 

to identify groups with similar interests and 

behaviors, the clustering approach in data mining 

is used. The second stage involves identifying 

patterns in course selections. In this stage, rules 

are mined from similar groups of students using 

the fuzzy association rules.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Fuzzy association rule mining model. 

 

2.2. Data selection and analysis  
This paper uses the course selection records from 

798 undergraduate students of business 

administration, financial management, public 

administration, and accounting from the 

Management and Accounting Faculty of College 

of Farabi in the University of Tehran between 

2004 and 2015. 

In this paper, two types of data are used for two 

different purposes. First, the students with similar 

preferences and behaviors are identified using 

demographics such as age and gender in addition 

to indicators of educational background including 

high school Grade Point Average (GPA), and 

scores in literature, theology, Arabic, English, 

mathematics, and physics on the university 

entrance exam. These records are given as input to 

the clustering algorithm. The second type of data, 

i.e. records on elective courses together with 

Problem Definition 

Select and analyze data 

Cluster n 
 

Prepare data 
  

Cluster 2 
  

Cluster data 
 

Cluster 1 
  

Apply the membership function 

& transfer continuous data to 

fuzzy values  

Stop 

Remove 
  

Construct the kth frequent itemset 

Generate fuzzy rules 
  

Remove 
  

support ≥ 
minimum 

support 
  

Join = null  

confidence ≥ 
minimum 
confidence 

  

Select and Recommend 
  

No 

No 

No 

Yes 

Yes 

Yes 

Construct the kth 

candidate set and calculate 

support  



Asadi et al. / Journal of AI and Data Mining, Vol 7, No 2, 2019. 
 

253 

 

student scores in each semester, can be used for 

mining fuzzy association rules. 

In the data selection step, due to the application of 

demographics and educational information, a 

demographic filter is used. Furthermore, in order 

to mine association rules, course selection records 

from the previous students are utilized, thus 

making collaborative filtering an appropriate 

choice. 

 

2.3. Data preparation  

Data preparation is a critical and often time-

consuming step in data mining projects, which 

involves selecting, cleaning, integrating, reducing, 

and transforming data. 
In order to deal with outliers, the statistical 

concept of dispersion was used. Outliers are 

defined as values that do not conform to the 

overall distribution of the data. The standard 

deviation can be used to detect outliers when the 

distribution is normal; on the other hand, in non-

normally distributed data having skewness, 

interquartile ranges can prove effective [62]. Once 

the outliers are eliminated, the problem of missing 

values is addressed. Missing data can be assigned 

with the average of the corresponding feature, 

which is a constant value. 

Since the number of features used for clustering is 

very large, the dimension reduction techniques are 

used to increase the quality of clusters. 

Specifically, PCA, which is a pre-processing 

technique, is employed [55]. The K-means 

algorithm only works with numeric variables [56]. 

Therefore, the nominal variable of gender is 

converted to a binary variable of 0 and 1. 

 

2.4. Clustering 

Aiming to identify the students with similar 

preferences and behaviors, in this step, students 

are clustered using the K-means algorithm. 

Clustering refers to the task of classifying a set of 

objects into a set of homogeneous groups such 

that the objects within the same group (i.e. cluster) 

are most similar while having the greatest 

dissimilarity to objects in other groups [68]. 

The K-means algorithm works by randomly 

selecting   points as the initial centroids of 

clusters. A measure of distance (e.g. Euclidean 

distance) is then calculated for each one of the 

other points, and each one is assigned to the 

cluster having the closest centroid. Subsequently, 

a new centroid is computed for each one of the 

clusters. This iterative process of assigning points 

to clusters and updating the centroids continues 

until the sum of squared errors is minimized [54]. 

When using the K-means algorithm, the 

appropriate choice of   is often difficult to 

determine [63]; thus, in this paper, the algorithm 

is run for two, three, four, and five clusters. 

Moreover, PCA is conducted with three, four, and 

five components for the purpose of dimension 

reduction. The silhouette coefficient is then 

employed to assess the clustering quality based on 

different numbers of clusters and components. In 

this fashion, intra-cluster cohesion and inter-

cluster separation are determined; larger values 

indicate a higher quality clustering [64]. Finally, 

by comparing the silhouettes for different 

numbers of clusters and components, a decision is 

made regarding the number of clusters. This 

clustering allows us to identify the groups of 

students with similar preferences and behaviors, 

to whom elective courses can then be 

recommended.  

 

2.5. Transforming numerical variables into 

fuzzy variables  
The data in this step comprises records of course 

selections along with student scores in each 

cluster. Since the score is a continuous numerical 

variable, it is transformed into a fuzzy one. An 

illustrative example of ten students and five 

elective courses is presented later on. The 

membership function for mapping scores to the [0, 

1] interval is depicted in figure 2. The scores can 

also be labeled as “low”, “middle” or “high” using 

this function. 

 

Figure 2. Membership function. 

Equations (1-3) represent the membership 

functions for the low, middle, and high regions in 

figure 2. Table 2 presents the scores of ten 

students for five elective courses, where dashes 

indicate a course not being selected by a student. 

In table 3, a shorthand representation of course 

names is used. Student scores are converted using 

the three membership functions and shown in 

columns L, M, and H corresponding to the low, 

middle, and high membership functions, 

respectively. 
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


  
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
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



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 (3) 

2.6. Mining fuzzy frequent patterns 

Following the fuzzification of the data, fuzzy 

frequent patterns can be mined. The Apriori 

algorithm uses k-itemsets to mine (k+1)-itemsets. 

Initially, 1-itemsets are identified by counting the 

items in the database. The sets that meet or exceed 

the minimum support threshold are selected. The 

result of this iteration is denoted by L1. Next, L1 

is used to identify the pairs of items having 

minimum support, i.e. L2, which is used to find 

L3. The procedure continues until no frequent k-

itemsets can be found. Support for set X is 

calculated using (4) [71].

 

Table 2. Sample student scores. 

No 

Marketing and 

Market Management  

(M&MM) 

Work Relationships in 

Organizations 

(WRO) 

Financial 

Management  

(FM) 

Auditing and Financial 

Control 

(A&FC) 

Production and Plant 

Management  

(P&PM) 

1 18.50 18.50 15.50 20 17 

2 18 17.75 19.50 15.50 16.30 

3 15 - 13 10 - 

4 18.50 18 16 - 16 

5 20 20 20 14 19 

6 13.50 17.75 - 16 19.50 

7 17 18 10.50 17 - 

8 19.50 16.50 19.50 9.50 20 

9 20 16 17.50 9 20 

10 18 17.75 19.50 15.50 16.30 

Table 3. Converted fuzzy scores from Table 2. 

No 
M&MM WRO FM A&FC P&PM 

L M H L M H L M H L M H L M H 

1 0 0 1 0 0 1 0 0.75 0 0 0 1 0 0 0.5 

2 0 0 1 0 0 0.87 0 0 1 0 0.75 0 0 0.35 0.15 

3 0 1 0 0 0 0 0.5 0 0 1 0 0 0 0 0 

4 0 0 1 0 0 1 0 0.5 0 0 0 0 0 0.5 0 

5 0 0 1 0 0 1 0 0 1 0 0.5 0 0 0 1 

6 0.25 0.25 0 0 0 0.87 0 0 0 0 0.5 0 0 0 1 

7 0 0 0.5 0 0 1 1 0 0 0 0 0.5 0 0 0 

8 0 0 1 0 0.25 0.25 0 0 1 1 0 0 0 0 1 

9 0 0 1 0 0.5 0 0 0 0.75 1 0 0 0 0 1 

10 0 0 1 0 0 0.87 0 0 1 0 0.75 0 0 0.35 0.15 

 

 

Support X

X

number of  records or tranzactions in data base

count



                 (4) 

In table 4, the support values are shown in the last 

row as the sum of the values in each column. 

Fuzzy frequent patterns are mined by setting 

minimum support equal to two. The gray cells in 

the table denote frequent 1-itemsets, whose 

support is greater than the threshold. 

In order to generate frequent 2-itemsets, denoted 

by   , 1-itemsets are joined. It should be noted 

that joining a course with itself, e.g. M&MM.M∩ 

M&MM.H, does not result in a valid pattern of 
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size two. Table 5 examines whether itemset 

(M&MM.H, WRO.H) is frequent. 

L2={(M&MM.H, WRO.H), (M&MM.H, FM.H), 

(M&MM.H, A&FC.L), (M&MM.H, A&FC.M), 

(M&MM.H, P&PM.H), (WRO.H, FM.H), 

(WRO.H, A&FC.L), (WRO.H, A&FC.M), 

(WRO.H, P&PM.H), (FM.H, A&FC.L), (FM.H, 

A&FC.M), (FM.H, P&PM.H), (A&FC.L, 

P&PM.H), (A&FC.M, P&PM.H)} 

The min operator is used as the intersect operator. 

Since the support of the set exceeds two, it is 

considered to be a frequent pattern. It is, 

consequently, used in the next step of the process. 

 

2.7. Mining and evaluating fuzzy association 

rules 

In this step, association rules are mined from the 

frequent itemsets. The rules in each frequent 

itemset, say U, have X and Y as their antecedent 

and consequent, respectively, where the former is 

a subset of U and the latter is the subset composed 

of other members not in X. In order to evaluate 

the strength of each rule, the measure of 

confidence is used, as shown in (5). Only the rules 

having a confidence greater than the minimum 

threshold are selected [64, 65]. 

 
 

 

count X Y
Confidence X Y

count X


           

(5) 

The mined frequent itemset from the previous step 

is now used for mining and evaluating fuzzy rules: 

First rule: M&MM.High → WRO.High 

Second rule: WRO.High → M&MM.High 

Next, confidence can be used to evaluate the rules. 

Equations (6, 7) show the confidence of the two 

above-mentioned rules. In this example, minimum 

confidence equals 70%.  

 

Table 4. Calculating fuzzy support values. 

No. 
M&MM WRO FM A&FC P&PM 

L M H L M H L M H L M H L M H 

1 0 0 1 0 0 1 0 0.75 0 0 0 1 0 0 0.5 

2 0 0 1 0 0 0.87 0 0 1 0 0.75 0 0 0.35 0.15 

3 0 1 0 0 0 0 0.5 0 0 1 0 0 0 0 0 

4 0 0 1 0 0 1 0 0.5 0 0 0 0 0 0.5 0 

5 0 0 1 0 0 1 0 0 1 0 0.5 0 0 0 1 

6 0.25 0.25 0 0 0 0.87 0 0 0 0 0.5 0 0 0 1 

7 0 0 0.5 0 0 1 1 0 0 0 0 0.5 0 0 0 

8 0 0 1 0 0.25 0.25 0 0 1 1 0 0 0 0 1 

9 0 0 1 0 0.5 0 0 0 0.75 1 0 0 0 0 1 

10 0 0 1 0 0 0.87 0 0 1 0 0.75 0 0 0.35 0.15 

Support 0.25 1.25 7.5 0 0.75 6.86 1.5 1.25 4.75 3 2.5 1.5 0 1.2 4.8 

Table 5. Examining frequent itemsets of length 2. 

No 
M&MM.Hig

h 

WRO.Hi

gh 
M&MM.High  WRO.High 

1 1 1 1 

2 1 0.87 0.87 

3 0 0 0 

4 1 1 1 

5 1 1 1 

6 0 0.87 0 

7 0.5 1 0.5 

8 1 0.25 0.25 

9 1 0 0 

10 1 0.87 0.87 

Supp
ort 

7.5 6.86 5.49 ≥ 2 



 

 

 

10

1

1 10

1

& . .

& .

5.49
                   0.73 0.70

7.5

i

i

M MM High WRO High
confidence

M MM High








  





 

(6) 

 

 
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1

2 10

1

& . .

.

5.49
                   0.80 0.70

6.86

i

i

M MM High WRO High
confidence

WRO High







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



 

        

(7) 

Since both rules satisfy minimum confidence, 

they are deemed strong. According to the first 

rule, with 73% confidence, the students having 

high scores in the “Marketing and Market 

Management” course have selected “Work 

Relationships in Organizations” and passed the 

course with relatively high scores. Therefore, high 

performers in the former are recommended to 

select the latter in order to obtain a high score. 

Furthermore, the second rule suggests that with 

80% confidence, students who have scored well 

on “Work Relationships in Organizations” have 

selected “Marketing and Market Management” 

the next semester, and passed the course with a 

high score. Therefore, the students with a high 

score in the former are recommended to select the 

latter, thus increasing the chances of obtaining a 

high score. 

 

3. Results 

In this section, the results of the previous steps, 

i.e. clustering and fuzzy association rule mining, 

are presented and discussed. 
 

3.1. Clustering 

The K-means algorithm is executed with different 

numbers of clusters using PCA. Clustering is 

initially carried out without PCA with two, three, 

four, and five clusters. In order to assess the 

quality of each cluster, the silhouette coefficients 

are calculated. Without PCA, the coefficients are 

equal to the low value of 0.2. Then the students 

are grouped into different numbers of clusters 

with varying components. Finally, two clusters 

having higher silhouette values are generated with 

299 and 499 students. The cluster quality analysis 

results as well as the optimal choice of number of 

cluster can be seen in table 6. 

In the next subsection, fuzzy association rules in 

each cluster are mined, yielding course selection 

rules mined from similar students.

Table 6. Cluster quality analysis and the optimal choice of the number of clusters. 

 
Number of 

components 

Two 

clusters 

Three 

clusters 

Four 

clusters 

Five 

clusters 

Clustering without PCA - 0.2 0.2 0.2 0.2 

Clustering with PCA 

3 0.4 0.4 0.4 0.4 

4 0.5 0.3 0.4 0.4 

5 0.5 0.3 0.3 0.3 

3.2. Mining fuzzy association rules  

In this step, association rules pertaining to course 

selections are mined, and scores are predicted. 

The utilized variables consist of elective courses 

in each semester together with the corresponding 

student scores. Overall, 13 courses are considered, 

some of which could be selected by students of 

more than one major. As a result, a number of 

courses appear in both clusters. Scores are given 

on a scale of 0 to 20. The elective courses, in this 

work, are “Marketing and Market Management”, 

“Work Relationships in Organizations”, 

“Application of Computers in Management”, 

“Auditing and Financial Control”, “Production 

and Plant Management”, “Entrepreneurship”, 

“Managing Cooperatives”, “Development 

Management”, “Specialized English”, “Principals 

of Accounting”, “Financial Management”, 

“Managing Local Organizations and 

Municipalities”, and “Project”. 

Figure 3 presents the number of fuzzy association 

rules mined from the two clusters having a 

minimum support of 13% and a minimum 

confidence of 60%. Parts a-d depict areas having 

three, four, five, and six fuzzy regions, 

respectively. 

Fuzzy association rules are mined with three to six 

fuzzy numbers on each cluster. The last case 

results in fewer recommendation rules and 

increased prediction accuracy. Therefore, in this 

paper, the rules resulting from six fuzzy numbers 

are used as the recommended rules. Since the 

scores are mainly distributed between 8 and 20, 

the fuzzy numbers (8, 12, 16), (12, 16, 20), and 

(16, 20, 24) can adequately represent low, middle, 

and high values, respectively. The remaining 

fuzzy numbers in Part d are ignored because very 

few scores and no rules belong to those intervals.   

Frequent 1-itemsets are recommended to all 

students in each cluster. For each student, the 

previous scores are examined and categorized as 

low, middle or high according to the membership 

function. A score belongs to the region having the 

highest membership value. For regions having an 
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equal membership, both rules of the regions are 

recommended to the students. For instance, a 

student’s score on “Work Relationships in 

Organizations” belongs to both middle and low 

regions with equal memberships. Therefore, two 

sets of rules are used to make recommendations to 

this particular student: those having a low or a 

middle score for the course as an antecedent. In 

order to serve those rare students whose scores are 

smaller than 8, their scores are labeled as low, and 

recommendations are given using rules with low 

scores as antecedents. 
 

3.2.1. Results of first cluster  

A number of fuzzy association rules from the first 

cluster are presented in table 7. In what follows, 

we consider two of them in a greater detail. 

R1: “Marketing and Market Management” with 

low score   →  “Auditing and Financial Control” 

with middle score. 

 

 
Figure 3. Number of extracted rules for each cluster with different fuzzy numbers. Part a: three fuzzy numbers. Part b: four 

fuzzy numbers. Part c: five fuzzy numbers. Part d: six fuzzy numbers. 

Table 7. Fuzzy association rules from first cluster. 
N

o. 
Antecedent Subsequent  

1 “Marketing and Market Management” with low score  “Auditing and Financial Control” with middle score 

2 “Work Relationships in Organizations” with high score  “Auditing and Financial Control” with middle score 

3 “Application of Computers in Management” with high score  “Entrepreneurship” with high score 
4 “Production and Plant Management” with middle score   “Entrepreneurship” with middle score 

5 
“Auditing and Financial Control” with middle score and 

“Entrepreneurship” with high score 
 “Managing Cooperatives” with middle score 

6 
“Marketing and Market Management” with middle score and “Auditing 

and Financial Control” with middle score 
 “Entrepreneurship” with middle score 

7 
 “Work Relationships in Organizations” with middle score and 
“Auditing and Financial Control” with middle score 

 “Entrepreneurship” with middle score 

8 
“Auditing and Financial Control” with middle score and 

“Entrepreneurship” with middle score  
 “Work Relationships in Organizations” with middle score 

9 
“Application of Computers in Management” with middle score and 

“Auditing and Financial Control” with middle score 
 “Entrepreneurship” with middle score 

1
0 

“Entrepreneurship” with high score and “Managing Cooperatives” with 
middle score 

 “Auditing and Financial Control” with middle score 

According to R1, the students with low scores in 

“Marketing and Market Management” are 
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recommended to take “Auditing and Finical 

Control”, which are predicted to pass with a 

middle score. 

R2: “Work Relationships in Organizations” with  

high score →   Auditing and Financial Control” 

with middle score. 

According to this rule, the students who scored 

high in “Work Relationships in Organizations” 

with 60% confidence have selected “Auditing and 

Financial Control” in a later semester and 

achieved a middle score. Therefore, the students 

with high scores in the former course are 

recommended to select the latter, which are 

predicted to pass with a middle score. 

Assume that a student has passed the following 

courses in the previous semesters:  

 “Marketing and Market Management” 

with a low score. 

 “Production and Plant Management” with 

a middle score. 

The courses recommended to this student, along 

with the predicted scores, are as follow: 

 “Auditing and Financial Control” with 

middle score. 

 “Entrepreneurship” with middle score. 

 

3.2.2. Results of second cluster 

Table 8 presents a number of rules for the second 

cluster. In what follows, we consider an example: 

R3: “Financial Management” with a high score   

“Production and Plant Management” with a high 

score. 

According to this rule, it is predicted that if the 

students with high scores in “Financial 

Management” select the “Production and Plant 

Management” course, they will have high scores. 

Assume that a student has passed the following 

courses in the previous semesters: 

 “Marketing and Market Management” 

with a middle score. 

 “Financial Management” with a high 

score. 

The courses recommended to this student, along 

with the predicted scores, are as follow:  

 “Auditing and Financial Control” with a 

middle score. 

 “Managing Local Organizations and 

Municipalities” with a high score. 

 “Production and Plant Management” with 

a high score. 

These courses are recommended to the student. If 

the student’s objective is to increase his/her GPA, 

the last two courses are safer choices; however, 

the first course requires more effort.
 

Table 8. Fuzzy association rules from the second cluster. 
N

o. 
Antecedent Subsequent  

1 “Marketing and Market Management” with low score “Auditing and Financial Control” with middle score 

2 “Marketing and Market Management” with middle score “Auditing and Financial Control” with middle score 

3 “Financial Management” with high score “Production and Plant Management” with high score 

4  “Marketing and Market Management” with high score 
“Managing Local Organizations and Municipalities” with high 

score 

5 “Financial Management” with high score 
“Managing Local Organizations and Municipalities” with high 
score 

6 “Production and Plant Management” with middle score 
“Managing Local Organizations and Municipalities” with 

middle score 

7 
“Marketing and Market Management” with middle score and  “Work 

Relationships in Organizations” with middle score 
“Auditing and Financial Control” with middle score 

8 
“Financial Management” with middle score and “Auditing and 
Financial Control” with middle score 

“Marketing and Market Management” with middle score 

9 
“Marketing and Market Management” with middle score and 

“Auditing and Financial Control” with middle score 

“Managing Local Organizations and Municipalities” with 

middle score 
1

0 

“Marketing and Market Management” with middle score and  

“Managing Local Organizations and Municipalities” with high score 
“Auditing and Financial Control” with middle score 

4. Discussion 

In this work, the clustering technique was used to 

identify similar groups of students. This technique 

is capable of finding individuals having 

comparable preferences, skills, and behaviors. 

This allows appropriate rules for students to be 

identified. 

Subsequent to clustering, the association rules 

between course selections were mined. In this 

step, using fuzzy association rule mining, the 

significant variable of score was incorporated into 

the procedure. As a result, in addition to course 

recommendations, it was possible to predict the 

student scores.  

The extracted rules can be studied from three 

different perspectives: students, professors, and 

the university. Each entity can make different 

plans according to the consequent sections of the 

rules.  

Appropriate courses together with the predicted 

scores are recommended to the students, enabling 

them to select courses based on their interests and 

predicted scores. The recommended courses 

match the student skills and interests. 

Furthermore, the predicted scores can be valuable 
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criteria for making decisions since students are 

more confident with courses in which they can 

perform well. 

The proposed model also allows the professors to 

better understand the students. Based on the score 

predictions, the professors can devise additional 

measures such as extra classes or exercises. 

Finally, the universities can make plans based on 

the recommended rules to create and organize the 

necessary resources.  

Compared with the previous works, this paper 

combines the clustering and fuzzy association 

rules and incorporates the highly important 

variable of score into recommendations by 

predicting the score along with each 

recommendation. 

 

5. Limitations and future works 

In several instances, the missing data forced us to 

exclude some variables. Another imposing factor 

was the syllabus of each major, which forced the 

students to take certain courses in a particular 

sequence. Because the considered courses were 

elective and the students had not registered in all 

of them, a small value was set for minimum 

support. Finally, as in all recommender systems, 

there was the problem of new courses being 

introduced. As a result of their novelty, not many 

registration records are available for these 

courses; thus the courses have a small support and 

do not appear in any rules.  

A portion of the extracted rules may be redundant. 

Therefore, it is recommended that an algorithm be 

used to eliminate such rules. The authors aim to 

employ optimization algorithms to configure 

fuzzy rules more accurately. Furthermore, it is 

suggested that different fuzzy numbers be used for 

different courses to consider each course 

separately and find more adequate fuzzy numbers. 
 

6. Conclusions 

In this paper, a course recommender model was 

presented to facilitate decision-making regarding 

the course selection process. Due to the need to 

gain an understanding of the students and their 

characteristics, the process began with clustering. 

Using this technique, the students with similar 

interests, skills, and behaviors were identified. 

This was followed by mining fuzzy association 

rules in each cluster, with the objective of 

analyzing patterns in course selections by students 

as well as the associations between them. In 

addition to providing recommendations pertaining 

to appropriate elective courses, the combination of 

clustering and fuzzy association rules made it 

possible to predict student scores. The mined rules 

facilitate decision-making regarding course 

selection. Moreover, through these rules, the 

professors and universities can benefit from a 

deeper understanding of the students, which can 

lead to an improved quality and a more effective 

education. 
 

References 
[1] Şen, B., Uçar, E. & Delen, D. (2012). Predicting 

and analyzing secondary education placement-test 

scores: A data mining approach, Expert Systems with 

Applications, vol. 39, no. 10, pp. 9468-9476. 
 

[2] He, W. (2013). Examining students’ online 

interaction in a live video streaming environment using 

data mining and text mining, Computers in Human 

Behavior, vol. 29, no. 1, pp. 90-102. 
 

[3] Klasnja-Milicevic, A., et al. (2011). Integration of 

recommendations and adaptive hypermedia into Java 

tutoring system, Computer Science and Information 

Systems, vol. 8, no. 1, pp. 211-224. 
 

[4] Vialardi, C., et al. (2009). Recommendation in 

Higher Education Using Data Mining Techniques. 

International Working Group on Educational Data 

Mining, Cordoba, Spain, 2009. 
 

[5] Santos, O. C. & Boticario, J. G. (2015). Practical 

guidelines for designing and evaluating educationally 

oriented recommendations, Computers & Education, 

vol. 81, pp. 354-374. 
 

[6] Aher, S. B. (2014). EM&AA: An Algorithm for 

Predicting the Course Selection by Student in e-

Learning Using Data Mining Techniques, Journal of 

The Institution of Engineers (India): Series B, vol. 95, 

no. 1, pp. 43-54. 
 

[7] Kantor, P. B., et al. (2011). Recommender systems 

handbook. Springer. 
 

[8] Burke, R., Felfernig, A. & Göker, M. H. (2011). 

Recommender systems: An overview, AI Magazine, 

vol. 32, no. 3, pp. 13-18. 
 

[9] Bobadilla, J., et al. (2013). Recommender systems 

survey, Knowledge-Based Systems, vol. 46, pp. 109-

132. 
 

[10] Aimeur, E., et al. (2006). Privacy-preserving 

demographic filtering. Proceedings of the 2006 ACM 

symposium on Applied computing, Dijon, France, 

2006. 
 

[11] Lops, P., De Gemmis, M. & Semeraro, G. (2011). 

Content-based recommender systems: State of the art 

and trends, In:  Recommender systems handbook. 

Springer, pp. 73-105. 
 

[12] Wu, D. (2015). An Electronic Commerce 

Recommendation Algorithm Joining Case-Based 

Reasoning and Collaborative Filtering. International 

Industrial Informatics and Computer Engineering 

Conference, Shaanxi, China, 2015. 



Asadi et al. / Journal of AI and Data Mining, Vol 7, No 2, 2019. 
 

260 

 

 

[13] Adomavicius, G. & Tuzhilin, A. (2005). Toward 

the next generation of recommender systems: A survey 

of the state-of-the-art and possible extensions, IEEE 

Transactions on Knowledge and Data Engineering, vol. 

17, no. 6, pp. 734-749. 
 

[14] Herloc ker, J. L., et al. (2004). Evaluating 

collaborative filtering recommender systems, ACM 

Transactions on Information Systems (TOIS), vol. 22, 

no. 1, pp. 5-53. 
 

[15] Katarya, R. & Verma, O. P. (2018). Recommender 

system with grey wolf optimizer and FCM, Neural 

Computing and Applications, vol. 30, no. 5, pp. 1679–

1687. 
 

[16] Tahmasebi, M. & Esmaeili, M. (2018). Hybrid 

Adaptive Educational Hypermedia  Recommender  

Accommodating User’s Learning  Style and Web Page 

Features, Journal of AI and Data Mining, Articles in 

Press. 
 

[17] De Gemmis, M., et al. (2009). Preference learning 

in recommender systems, PREFERENCE 

LEARNING, vol. 41, pp. 41-55. 
 

[18] Abdelwahab, A., et al. (2012). Alleviating the 

Sparsity Problem of Collaborative Filtering Using an 

Efficient Iterative Clustered Prediction Technique, 

International Journal of Information Technology & 

Decision Making, vol. 11, no. 1, pp. 33-53. 
 

[19] Iaquinta, L. & Semeraro, G. (2011). Lightweight 

approach to the cold start problem in the video lecture 

recommendation. Proceedings of the ECML/PKDD 

Discovery Challenge Workshop ECML/PKDD, 

Athens, Greece, 2011. 
 

[20] Manouselis, N., et al. (2012). Recommender 

systems for learning. Springer Science & Business 

Media. 
 

[21] Su, C. (2017). Designing and Developing a Novel 

Hybrid Adaptive Learning Path Recommendation 

System (ALPRS) for Gamification Mathematics 

Geometry Course, Eurasia Journal of Mathematics, 

Science & Technology Education, vol. 13, no. 6, pp. 

2275-2298. 
 

[22] Ya-tong, J., et al. (2014). Personalized 

recommendation and analysis method for student 

partiality for one or some subject (s) in higher 

education management. International Conference on 

Management Science & Engineering (ICMSE), Nirjuli, 

India 2014. 
 

[23] Sivakumar, T. (2017). Learning resources 

recommendation framework for moodle based on 

analysis of mostly accessed resources by good 

students, in:  Department of Computer Science and 

Engineering, University of Moratuwa. 
 

[24] Aly, W. M., Eskaf, K. A. & Selim, A. S. (2017). 

Fuzzy mobile expert system for academic advising. 

30th IEEE Canadian Conference on Electrical and 

Computer Engineering, Windsor, Canada, 2017. 
 

[25] Seo, A. & Ochimizu, K. (2012). Learning support 

framework for adult graduate students of information 

science. International Conference on Information 

Technology Based Higher Education and Training 

(ITHET), Istanbul, Turkey, 2012. 
 

[26] Li, Y., et al. (2016). Designing a Learning 

Recommender System by Incorporating Resource 

Association Analysis and Social Interaction 

Computing, In:  State-of-the-Art and Future Directions 

of Smart Learning. Springer, pp. 137-143. 
 

[27] Marcia Devlin, J. M. (2016). Teaching students 

using technology: Facilitating success for students 

from low socioeconomic status backgrounds in 

Australian universities, Australasian Journal of 

Educational Technology, vol. 32, no. 1, pp. 92-106. 
 

[28] Yu, L., et al. (2016). Developing Digital Learning 

Resources for Teachers’ Needs: The Project from 

China, In:  ICT in Education in Global Context. 

Springer, pp. 109-121. 
 

[29] Ding, F. & Stapleton, P. (2015). Self-emergent 

peer support using online social networking during 

cross-border transition, Australasian Journal of 

Educational Technology, vol. 31, no. 6, pp. 671-684. 
 

[30] Gui-Qin, D., Yan-Song, Z. & Yu-Min, H. (2011). 

Research on selection system based on Bayesian 

recommendation model. International Conference on 

Advanced Mechatronic Systems (ICAMechS), 

Zhengzhou, China, 2011. 
 

[31] Klasnja-Milicevic, A., et al. (2011). E-Learning 

personalization based on hybrid recommendation 

strategy and learning style identification, Computers & 

Education, vol. 56, no. 3, pp. 885-899. 
 

[32] Bendakir, N. & Aïmeur, E. (2006). Using 

association rules for course recommendation. 

Proceedings of the AAAI Workshop on Educational 

Data Mining, Alberta, Canada, 2006. 
 

[33] Aher, S. B. & Lobo, L. (2013). Combination of 

machine learning algorithms for recommendation of 

courses in e-learning system based on historical data, 

Knowledge-Based Systems, vol. 51, pp. 1-14. 
 

[34] Aher, S. & LMR J, L. (2012). A comparative 

study of association rule algorithms for course 

recommender system in e-learning, International 

Journal of Computer Applications, vol. 39, no. 1, pp. 

48-52. 
 

[35] Aher, S. B. & Lobo, L. (2012). Combination of 

clustering, classification & association rule based 

approach for course recommender system in E-

learning, International Journal of Computer 

Applications, vol. 39, no. 7, pp. 8-15. 
 

[36] Liu, J., et al. (2010). Analysis and design of 

personalized recommendation system for university 

physical education. 2nd International Conference on 

Networking and Digital Society, Wenzhou, China, 

2010. 
 



Asadi et al. / Journal of AI and Data Mining, Vol 7, No 2, 2019. 
 

261 

 

[37] Aher, S. B. & Lobo, L. (2012). Mining association 

rule in classified data for course recommender system 

in e-learning, International Journal of Computer 

Applications, vol. 39, no. 7, pp. 1-7. 
 

[38] Jyothi, N., et al. (2012). A recommender system 

assisting instructor in building learning path for 

personalized learning system. IEEE Fourth 

International Conference on Technology for Education, 

Hyderabad, India, 2012. 
 

[39] Aher, S. B. & Lobo, L. (2012). Best Combination 

of Machine Learning Algorithms for Course 

Recommendation System in E-learning, International 

Journal of Computer Applications, vol. 41, no. 6, pp. 1-

10. 
 

[40] Ba-Mohammed, F. S., El-Ghareeb, H. A. & Riad, 

A. (2014). E-Learning Recommendation System Based 

on Social Networks, International Journal of 

Information Science and Intelligent System, vol. 3, no. 

4, pp. 25-44. 
 

[41] El-Bishouty, M. M., et al. (2014). Smart e-course 

recommender based on learning styles, Journal of 

Computers in Education, vol. 1, no. 1, pp. 99-111. 
 

[42] Sobecki, J. (2014). Comparison of Selected 

Swarm Intelligence Algorithms in Student Courses 

Recommendation Application, International Journal of 

Software Engineering and Knowledge Engineering, 

vol. 24, no. 1, pp. 91-109. 
 

[43] Diem, M. H. N. T. (2015). Personalized Course 

Recommendation in Formal Learning Based on 

Logistic Regression, International Journal of Advanced 

Research in Computer and Communication 

Engineering (IJARCCE), vol. 4, no. 10, pp. 521-527. 
 

[44] Imran, H., et al. (2015). PLORS: a personalized 

learning object recommender system, Vietnam Journal 

of Computer Science, vol. 3, no. 1, pp. 3-11. 
 

[45] Al-Badarenah, A. & Alsakran, J. (2016). An 

Automated Recommender System for Course 

Selection, International Journal of Advanced Computer 

Science and Applications, vol. 7, no. 3, pp. 166-175. 
 

[46] Bourkoukou, O., El Bachari, E. & El Adnani, M. 

(2017). A Recommender Model in E-learning 

Environment, Arabian Journal for Science and 

Engineering, vol. 42, no. 2, pp. 607-617. 
 

[47] Bankshinategh, B., et al. (2017). A Course 

Recommender System Based on Graduating Attributes. 

In Proceedings of the 9th International Conference on 

Computer Supported Education, Funchal, Portugal, 

2017. 
 

[48] Dwivedi, S. K. & Rawat, B. (2017). An 

Architecture for Recommendation of Courses in E-

learning, International Journal of Information 

Technology and Computer Science, vol. 9, no. 4, pp. 

39-47. 
 

[49] Merceron, A. & Yacef, K. (2005). Clustering 

students to help evaluate learning, In:  Technology 

Enhanced Learning. Springer, pp. 31-42. 
 

[50] Bouchet, F., et al. (2012). Identifying Students' 

Characteristic Learning Behaviors in an Intelligent 

Tutoring System Fostering Self-Regulated Learning. 

International Conference on Educational Data Mining 

(EDM), Chania, Greece, 2012. 
 

[51] Talavera, L. & Gaudioso, E. (2004). Mining 

student data to characterize similar behavior groups in 

unstructured collaboration spaces. Workshop on 

artificial intelligence in CSCL. 16th European 

conference on artificial intelligence, Valencia, Spain, 

2004. 
 

[52] Köck, M. & Paramythis, A. (2011). Activity 

sequence modelling and dynamic clustering for 

personalized e-learning, User Modeling and User-

Adapted Interaction, vol. 21, no. 1-2, pp. 51-97. 
 

[53] Jain, A. K. (2010). Data clustering: 50 years 

beyond K-means, Pattern recognition letters, vol. 31, 

no. 8, pp. 651-666. 
 

[54] Aggarwal, C. C. & Reddy, C. K. (2013). Data 

clustering: algorithms and applications. CRC Press. 
 

[55] Prabhu, P. & Anbazhagan, N. (2011). Improving 

the performance of k-means clustering for high 

dimensional data set, International journal on computer 

science and engineering, vol. 3, no. 6, pp. 2317-2322. 
 

[56] Kaushik, M. & Mathur, B. (2014). Comparative 

Study of K-Means and Hierarchical Clustering 

Techniques, International Journal of Software & 

Hardware Research in Engineering (IJSHRE), vol. 2, 

no. 6, pp. 93-98. 
 

[57] Lavanya, B. & Inbarani, H. H. (2018). A novel 

hybrid approach based on principal component analysis 

and tolerance rough similarity for face identification, 

Neural Computing and Applications, vol. 29, no. 8, pp. 

289-299.  
 

[58] Gosain, A. & Bhugra, M. (2013). A 

comprehensive survey of association rules on 

quantitative data in data mining. IEEE Conference on 

Information & Communication Technologies (ICT), 

Tamil Nadu, India, 2013. 
 

[59] Srikant, R. & Agrawal, R. (1996). Mining 

quantitative association rules in large relational tables. 

ACM SIGMOD Record, New York,  USA, 1996. 
 

[60] Kuok, C. M., Fu, A. & Wong, M. H. (1998). 

Mining fuzzy association rules in databases, ACM 

Sigmod Record, vol. 27, no. 1, pp. 41-46. 
 

[61] Gyenesei, A. (2001). A Fuzzy Approach for 

Mining Quantitative Association Rules, Acta Cybern, 

vol. 15, no. 2, pp. 305-320. 
 

[62] Han, J., Kamber, M. & Pei, J. (2011). Data 

mining: concepts and techniques. Elsevier. 
 



Asadi et al. / Journal of AI and Data Mining, Vol 7, No 2, 2019. 
 

262 

 

[63] Zuperku, E. J., et al. (2015). Automatic 

classification of canine PRG neuronal discharge 

patterns using K-means clustering, Respiratory 

physiology & neurobiology, vol. 207, pp. 28-39. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

[64] Bollmann, S., et al. (2015). Evaluation of a new k-

means approach for exploratory clustering of items, in, 

Department of Statistics, University of Munich. 

 



 

 

 

 نشریه هوش مصنوعی و داده کاوی
 

 

 

 بندی و قواعد وابستگی فازیبا ترکیب خوشهدهنده درس پیشنهادتوسعه یک 

 

 1و زهره شکراللهی 2سید محمدباقر جعفری، ،*1شاهرخ اسدی

 .تهران، ایراندانشگاه پردیس فارابی، دانشکده مهندسی، کاوی، آزمایشگاه داده 1

 .و حسابداری، دانشگاه تهران، ایراندانشکده مدیریت  2

 10/92/7902 پذیرش؛ 72/90/7902 بازنگری؛ 72/90/7902 ارسال

 چکیده:

گیری دشبوار تصبمی لاعبا  در مبورد دروس و در نیایب  شوند. کسبب ا مواجه می انتخاب دروس مناسب فرایند با نیمسال تحصیلی هر در دانشجویان

ایبن مبدل از اسب . ببرای پیشبنیاد دروس مناسبب  هبای دانشبجویانبا توجه به ویژگیدهنده درسی اس . هدف از این مقاله  راحی یک مدل پیشنیاد

انتخبابی . پب  از شناسبایی دانشبجویان مشبابهب وابسبتگی ببین دروس نمایبدهای مشابه استفاده مبیو میار بندی برای شناسایی افراد با علایق خوشه

بندی و قواعد وابستگی فازی منجر به پیشنیاد دروس مناسبب ببه . استفاده از خوشهشودبررسی می کاوش قواعد وابستگی فازی با استفاده از انشجویاند

مبورد  تیبرانشود. در این پژوهش ا لاعا  دانشجویان کارشناسی دانشکده مدیری  و حسابداری پردی  فارابی دانشگاه بینی شده میی پیشهمراه نمره

ببه دو خوشبه  شبناختیا لاعا  تحصیلی و جمعیب  توجه بهبا  این دانشجویان اس . 0101تا  0121این سوابق مربوط به سال های .استفاده قرار گرف 

گیبری در مبورد قواعبد کباوش شبده تصبمی  .شوندمی ارائهبینی شده به سایر دانشجویان به همراه نمره پیش وس پیشنیادیدر نیای  درتقسی  شدند. 

 نمایند.انتخاب درس را تسییل می

 میانگینب قواعد وابستگی فازی.-kدهنده درسیب انتخاب درسب خوشه بندیب مدل پیشنیاد :کلمات کلیدی

 


