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Abstract 

In this paper, the face detection problem is considered using the concepts of compressive sensing technique. 

This technique includes the dictionary learning procedure and the sparse coding method to represent the 

structural content of input images. In the proposed method, dictionaries are learned in such a way that the 

trained models have the least degree of coherence to each other. The novelty of the developed method 

involves the learning of comprehensive models with atoms that have the highest atom/data coherence with 

the training data and the lowest within-class and between-class coherence parameters. Each one of these 

goals can be achieved through the proposed procedure. In order to achieve the desired results, a variety of 

features are extracted from the images and used to learn the characteristics of the face and non-face images. 

Also the results of the proposed classifier based on the incoherent dictionary learning technique are 

compared with the results obtained from the other common classifiers such as neural network and support 

vector machine. The simulation results along with a significance statistical test show that the proposed 

method based on the incoherent models learned by the combinational features is able to detect the face 

regions with a high accuracy rate. 

Keywords: Face Detection, Compressive Sensing, Incoherence Dictionary Learning, Neural Network, 

Statistical Test. 

1. Introduction 

Face detection, as one of the major areas in image 

processing, has attracted many researchers in the 

recent years. Face detection means determining 

the presence or absence of a face in a specific 

image as well as considering the position of the 

face or faces. A face detection system can be used 

in a variety of applications including identification 

on military, security, law, banking, face 

recognition, etc. [1-4]. Also this field can be 

considered as the first step in all the face 

recognition systems [5-6]. Different algorithms 

have been presented to solve the face detection 

problem so far. The two general categories of 

these proposed methods are based on the 

processing of colored and gray-scale images. In 

the first category, different color models are used. 

The most important feature in these methods that 

are based upon the color index is skin color as a 

basic factor [7-9]. In the second category, 

different features in various transformation areas 

are applied to distinguish between the face and 

non-face sections of the image [10]. These 

algorithms are discussed in the following. In [7], 

face detection has been investigated in color 

images using skin color properties, and the 

detection method is based upon an integrated 

method of template matching, the color space 

transformation, and Gaussian color model filter. 

In [8], a face detection algorithm has been 

investigated in color images using neural 

networks. In this method, the skin color feature 

used to explore the face and the neural network is 

employed to separate the skin areas. In [9], a fast 

algorithm for face detection based on skin color 

and the edge-to-edge information has been 

provided for use in real-time applications. The 

features used in this algorithm include the skin 

color histogram. The appropriate feature applied 

in [10] has led to good results for a face detection 

problem based on the support vector machine 
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(SVM) classifier. In [11], a face detection method 

based on the extracted features from different 

parts of the input image has been presented, and 

the facial sections are considered and geometric 

relationships between these components are 

learned. In the test step, the trained models are 

adapted to the observed image, and the existing 

faces in the image are identified. A face detection 

method based on skin color and facial features has 

been introduced in [12]. Skin areas are captured 

firstly using a skin color model, and non-face 

areas are ignored with this model. In [13], 

different methods presented in the field of face 

detection based on various types of neural 

networks and different extractive features of the 

image have been investigated. Then the efficiency 

of these classifiers is considered. In [14], a face 

detection method is proposed using the Gabor 

features and a feed-forward neural network. Also 

in [15], the face detection routine has been 

performed by the properties of the Gabor wavelet 

transform and the neural network. In [16], a face 

detector algorithm is proposed based on the 

coefficients of the wavelet transform, in which the 

dimensional reduction of the characteristics is 

performed using principal component analysis 

algorithm. Also the classification process is 

carried out based on the radial basis function 

neural network. In [17], different specified 

features extracted from the meaningful pieces of 

the image have been calculated and the face has 

been detected using a Bayesian classifier. In this 

method, the probability of occurrence for small 

pieces in the face is calculated and used to train 

the facial structure. The detection procedure in 

[18] is based upon the local features extracted 

from image patches including eyes, mouth, and 

nose. Face detection is carried out by comparing 

these extracted features with the features obtained 

from the input image. In [19], different face 

detection methods have been analyzed, and the 

results have been compared with each other. Also 

the face detection methods based on deep learning 

have been provided in [20-22].  

In [23], a general object recognition algorithm has 

been introduced based on a sparse representation 

calculated by l1-norm minimization. Also a new 

sparsity-based feature vector has been presented 

to yield a high-performance classification 

procedure for high-dimensional input data. A 

supervised dictionary learning approach has been 

presented in [24], named by label consistent K-

SVD to sparsely code the input data. In the 

learning process, the labeled information is 

associated with each dictionary atom to enforce 

discriminability in the sparse code procedure. In 

[25], a projective dictionary pair learning method 

has been proposed for pattern recognition. In this 

method, a pair of dictionaries, synthesis, and 

analysis dictionaries are considered to perform the 

representation and classification procedures 

simultaneously. This learning procedure can 

reduce the computational time than conventional 

dictionary learning methods. A generalization of 

the K-SVD learning algorithm as a sparse-coding-

based classification procedure has been 

introduced in [26]. This learning process avoids 

the local minima that may occur in the learning 

stage of other algorithms by adding a 

discriminative term into the objective function of 

the original K-SVD algorithm. An incoherent 

dictionary learning algorithm has been presented 

in [27]. In this method, a fixed coherence 

dictionary is designed close to a given dictionary 

with a decorrelation procedure as an intermediate 

step in the K-SVD learning algorithm. The 

approximation quality is preserved in this 

decorrelation process. 

In this paper, a new method is presented for face 

detection based on the concepts of the 

compressive sensing technique. This technique 

involves dictionary learning and sparse 

representation to achieve the over-complete 

models of face and non-face in a digital image. 

The dictionary learning process is carried out in 

such a way that the learned models for face and 

non-face sections are incoherent as much as 

possible. Using the energy of the sparse 

coefficients obtained, an effective classifier can be 

designed to identify the face and non-face sections 

of an input image without having a common 

classifier such as neural network or support vector 

machine.  

In Section 2, the dictionary learning and sparse 

representation procedures are introduced, and then 

different feature extraction methods are 

investigated in Section 3. In Section 4, the 

proposed face detection algorithm is proposed. In 

Section 5, the results of the developed face 

detection method are reported and compared with 

other common classifiers. In the last section, the 

paper is concluded. 

 

2. Dictionary learning and sparse 

representation 
The input image I can be modeled using the 

dictionary learning technique as: 

(1)       
where,             is a data matrix 

including different patches of the input image I. 

The input image is divided into N different 

patches            M involves the dimension of 
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these patches. Usually the dimension of each 

patch is 8   8. Each column of    is a vectorized 

form of a sample patch, so      . The data 

matrix Im in the sparse representation can be 

coded by a linear combination of defined atoms in 

an over-complete dictionary             as 

shown in (1). This dictionary includes L columns 

or atoms        
  with unit norm ‖      ‖ 

 

          . The over-complete dictionary 

means that the number of columns or atoms of a 

dictionary is greater than the number of rows or 

dimension of the feature space. The ratio of the 

number of dictionary columns to the dictionary 

rows is called the redundancy rate. Also the 

coding matrix   with   cardinality parameter and 

    consists of the sparse coefficients of    

[28-30]. The value of the cardinality parameter   

determines how many columns of D matrix can 

participate in the representation of each input data. 

Each column of   includes only   non-zero 

elements. The sparse representation problem with 

the approximation error and sparsity constraint 

terms can be formulated as [28-30]: 

(2)          
 

‖    ‖ 
         ‖ ‖    

where, ‖ ‖  denotes the number of non-zero 

coefficients in each row of    The sparse 

representation technique makes it possible to 

show the major information of the input data 

based on a smaller dimension of the original 

spatial bases. The over-complete dictionary 

learning was first presented for image denoising 

using a definition of the K-SVD technique with 

proper results in this area [31]. The over-complete 

dictionary learning consists of two stages: sparse 

representation and updating of atoms. Due to the 

flexibility of these defined steps, each one of these 

steps can be carried out with any arbitrary 

procedure. The methods used for sparse coding 

are different according to how their coding 

parameters are set. These tuning procedures 

should be implemented carefully. In addition to 

K-SVD, other dictionary learning methods exist 

such as maximum likelihood (ML), method of 

optimal direction (MOD), and maximum 

posteriori (MAP). In all of these algorithms, the 

convergence rate decreases with increase in the 

training data [32-33]. 

 

3. Feature extraction 

The feature extraction step is the first phase in the 

field of face detection similar to all common 

classification problems. Two common types of 

features are utilized in this processing filed 

including texture-based feature extraction and 

statistical-based feature extraction. In the 

following, different methods for extracting these 

properties are investigated. 

 

3.1. Gabor Filter 

One of the important features in the texture-based 

image analysis is to use the magnitude and phase 

coefficients generated by applying the Gabor filter 

to the image. Using this linear filter, frequency 

components in different directions of an image are 

calculated, which is very important in order to 

distinguish between different regions of the 

image. By applying any Gabor filter in the 

specified direction of an image or a region of it, a 

filtered image is obtained. The Gabor filter or 

wavelet is yielded by the expansion and rotation 

of a Gabor function [34-36]. The 2D Gabor 

function        is expressed as follows: 

(3) 

       
 

      
   * 

 

 
(
  

  
 
 

  

  
 )

                + 

where,    and    are the standard deviations 

along the   and   directions. Also   and   are the 

frequency and desired direction, respectively. In 

order to eliminate the intensity effect in the image 

brightness, the value of DC coefficient for each 

output of the Gabor function is ignored. The 

output of each Gabor function at the specified 

direction is two magnitude and phase matrices 

with the same dimension as the original image. 

The two final magnitude and phase matrices for 

the Gabor features are obtained based on 

averaging in different specified directions [34-36]. 

 

3.2. Principal component analysis 

The principal component analysis is a statistical 

method used for data analysis and feature 

extraction, which is widely used in various image 

processing areas. The analysis routine of this 

algorithm is that the input data is converted into a 

new uncorrelated dataset with orthogonal 

components that consist of all characteristics of 

the main components. Also only a small number 

of these orthogonal components involve the 

maximum variation of the input data. To apply 

this transformation, the initial data is first 

normalized and then the covariance matrix is 

calculated. The input data is projected to these 

special vectors, which are orthogonal to each 

other. Then the variance of the projected data is 

maximized along with these new vectors or the 

orthogonal special bases [37]. 
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3.3. Discrete cosine transform (DCT) 

Using this transform, the image is decomposed 

into various frequency bands to which the human 

eye system is high sensitivity. These bands 

include low-, middle-, and high-frequency bands. 

The coefficients in the low bandwidth contain a 

large portion of the image energy, and the 

coefficients in high frequency bands include the 

minimum amount of energy. The coefficients of 

the 2D cosine transform        for an input image 

  with dimension       can be calculated as 

follows [34-36]: 

(4) 

       
         

√   
∑ ∑       

   

   

   

   

    (           )

    (           ) 

          {  √              
                 

   

This transform results in an image in the 

frequency domain with the same dimension as the 

initial image. 

 

3.4. Discrete Fourier transform (DFT) 

By applying this transform, the input image is 

split into sinusoidal and cosine components and 

transfer into the frequency domain. Therefore, the 

original gray level scale image is approximated by 

an unlimited set of these functions. The Fourier 

transformation function for an input image I with 

dimension       can be expressed as [34-36]: 

(5) 

       ∑ ∑                     

   

   

   

   

 

               

In this regard,   represents the input image in the 

frequency domain with a set of complex numbers 

and the same dimension as the original image. 

Therefore, the representation of these Fourier 

coefficients can be in the form of magnitude and 

phase of the image. Usually the magnitudes of the 

Fourier coefficients are used in the image 

processing algorithms because these coefficients 

include sufficient information about the content of 

the input image [34-36]. 

 

3.5. Local binary pattern (LBP) 

The LBP algorithm is one of the most robust 

feature extraction procedures that is widely used 

in research fields related to object detection and 

image retrieval [33]. This algorithm is a rotation-

invariant descriptor used to analyze grayscale 

images in order to extract the properties of 

adjacent textures in an image. This feature makes 

it that the change in the position, light or rotation 

of a person has a less adverse effect on a face 

detection algorithm. There are several procedures 

to calculate the local binary pattern coefficients 

that depend on the choice of neighborhood type. 

These neighborhoods can be considered as 

diagonal or circular with different directions [38]. 

 

3.6. Histogram of oriented gradients  

One of the feature extraction algorithms in 

machine learning, which is very effective in 

detecting purposes, is histogram of oriented 

gradient (HOG) method [39-40]. In this method, 

the number of gradient occurrence in different 

directions in the local sections of the image is 

calculated. This counting is done on different cells 

that are considered in overlapping blocks on the 

image. In this case, the image is first divided into 

blocks with 50% overlap, and then each block is 

divided into four cells. In the following, the 

magnitude and angle of gradient in each pixel of 

image are calculated. Then a histogram with 9 

directions consisting of different gradient angles 

in this cell is obtained. The values of each column 

are the sum of gradient magnitudes that have the 

same angle with the value of this column. HOG 

uses gradient directions in the range of 0-180° to 

create a histogram. It should be noted that this 

descriptor varies with respect to the rotation but 

the difference in the brightness intensity will have 

little effect on the extracted properties [39-40]. In 

the experiments carried out in this work, a 

histogram descriptor with the size of cells 8 × 8 

and blocks 2 × 2 has been used to extract the 

HOG features. 

 

3.7. Gray level co-occurrence matrix  

Another feature vector that determines the texture 

properties of an image is the extracted parameters 

of gray level co-occurrence matrix (GLCM) [41]. 

The textural information of an image can be 

expressed by means of a matrix with relative 

abundances       , where the value of each row 

with the number of row i and the column number j 

represent the number of occurrence 

neighborhoods with the same gray level value in 

different directions (for example, 0°, 45°, 90°, 

135°, and 180°). The coefficients of this matrix 

are not used directly as a feature for classification, 

and the statistical parameters calculated from 

these coefficients determine the content of the 

image. These parameters include mean, variance, 

energy, range of variations in relative abundance, 

contrast, homogeneity, uncertainty, maximum 

relative frequency, correlation, and entropy. 

Selection of all or part of these second-order 
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statistical properties will be effective in texture 

analysis [41]. 

 

3.8. Moments 

Another statistical feature that is very important 

due to its rotation-invariant property is the 

extracted moments of the image [36, 42]. The 

values of this feature set that consists of seven 

coefficients of the first to seventh moments do not 

change with the image rotation in each direction. 

Therefore, using these feature sets is very 

effective on the face detection algorithms that are 

encountered with some fundamental challenges 

such as rotation problem. 

 

4. Face detection in proposed method 

In order to solve a face detection problem in the 

proposed algorithm, at first, an over-complete 

model is learned for each dataset including the 

face and non-face images. Some samples of this 

dataset are shown in figure 1. The face images are 

recorded in various situations including different 

facial angles, facial expressions (laugh, ordinary, 

upset, angry), different ages (child, young, 

middle-aged, elderly), different gender (woman 

and man), face with additional essentials (hat, 

glass, etc.), and different skin colors.  

The block diagram of the proposed face detection 

method, which includes all the steps in the 

training and test phases, is shown in figure 2. All 

sections of this block diagram including sparse 

coding, dictionary learning, projection constraints 

algorithm, and correction step are fully described 

in the following sub-sections. 

 

4.1. Sparse representation in proposed method 

In order to categorize the face/non-face images 

properly, a structured set of data related to each 

class can be used as a comprehensive model using 

a specific procedure called the dictionary learning 

technique. The first step in the dictionary learning 

algorithm is the sparse coding of training data. 

Therefore, each patch of image is represented by 

several atoms. The concept of sparsity in this 

representation means that each data patch will 

only be represented by a linear combination of 

different atoms determined based on the 

cardinality rate.  

The next step in the dictionary learning algorithms 

is dictionary update according to the input data 

patches. Since the dictionary is over-complete and 

the dimensions of the problem in Eq. 1 is high, 

this problem leads to the under-determined 

solving procedure where the number of linear 

equations is much lower than the parameters. 

Therefore, the atom learning procedure should be 

performed in the mentioned steps including sparse 

representation and update of the dictionary atoms. 

In the first step, an initial dictionary is selected 

randomly from the training data. Then using the 

sparse coding procedure, the sparsity coefficients 

are obtained. In the second step, the dictionary 

atoms are updated according to this coefficient 

matrix. The fundamental difference between 

different dictionary learning algorithms is in the 

coding procedure or in the employed dictionary 

learning approach. 

The sparse coding method employed in this paper 

is introduced in this section, and the employed 

dictionary learning algorithm is expressed in the 

next section. In the proposed face detection 

algorithm, the least angle regression with 

coherence criterion (LARC) sparse representation 

method is used, which is an extension of the 

LARS algorithm [43]. In the LARC coding, a stop 

condition based on the degree of coherence 

between the atoms and training data is utilized 

[43-44]. Using this algorithm, only the atoms 

whose coherence with data patches remains more 

than a certain value, named as residual coherence, 

are included in the dictionary. In this case, the 

atoms will be considered coherent with the data 

patches in order to better represent the content of 

the training set. Another characteristic in this 

algorithm is that the LARC coding technique uses 

the variable cardinality parameter instead of the 

constant rate used in most representation methods. 

In this algorithm, the upper bound of the 

cardinality parameter   is determined. It means 

that each data patch can be represented at most 

with   atoms. The LARC technique was first 

introduced in order to represent the speech signal 

[43] and this paper is applied in a face detection 

problem. The sparse representation based on this 

algorithm can be expressed as follows: 

(6)                     

          

          
Figure 1. Training data used in face detection problem. First row: face images. Second row: non-face images. 
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Figure 2. A block diagram of the proposed face detection method based on the learning incoherent models.  

where,   is the variable cardinality parameter and 

    indicates the value of the residual coherence. 

The parameter setting procedure for cardinality 

value should be carried out carefully to the source 

confusion or source distortion does not occur. The 

source confusion occurs due to the selection of a 

large value for the   parameter, which results in a 

very dense sparse coding. On the other hand, 

source distortion occurs when the sparse coding is 

performed by a low cardinality value or too sparse 

coding. It means that the linear combination of 

these atoms is not sufficient to represent the 

training data so the approximation error will 

increase. Also the     parameter that expresses 

the coherence between the atom and the training 

data should be set precisely. If the value for this 

parameter is high, there will be a few atoms that 

have a coherence value higher than the     

parameter so a problem may occur in this learning 

procedure such as a high approximation error. 

Also if the value of this parameter is low, this 

coherence parameter will not affect the procedure 

of sparse coding. 

 

4.2. Dictionary learning procedure in proposed 

method 

As expressed, the K-SVD dictionary learning 

algorithm is an appropriate procedure for atom 

training based on a set of input data [31]. In this 

algorithm, each patch of the input image is coded 

by a linear combination of the learned atoms. The 

consideration of coherence parameter in the 

learning procedure is important. The atom/data 

coherence parameter introduced in the previous 

section should have a high value. Also it is 

desirable that the coherence parameter between 

the atoms has a low value to a lower 

approximation error according to (1). In the case 

of the coherence between the dictionary atoms, it 

should be mentioned that there is a least 

coherence value between the dictionary atoms 

when the spatial bases are independent from each 

other, and the best representation for the content 

of the data patches is achieved. These parameters 

should be considered with more precision when 

the training data belonging to different classes is 

structurally similar. The higher coherence value 

between data/atoms and also lower mutual 

coherence between atoms (within-class 

coherence) result in the minimum reconstruction 

error. Therefore, the learned atoms can better 

represent the structural characteristics of the 

training data. The mutual coherence between the 

dictionary atoms is obtained based on the 

maximum value of the correlation between 

different dictionary atoms, as follows: 

(7)         
            

|     | 

The maximum absolute value obtained from the 

correlation between the atoms should be as small 

as possible to result in a trained model with 

independent spatial bases [43].  

It is usually difficult to find a dictionary with this 

characteristic when the dictionary dimension is 

high. Therefore, the approximate methods are 

used to access the dictionary with the incoherent 

atoms. The approximation procedure used to solve 

this problem leads to the definition of Gram 

matrix      . It should be noted that if the 

Gram matrix of a dictionary is in the form of the 

unitary matrix, then the atoms of this dictionary 

will be independent [44-45]. In order to achieve 

this Gram matrix for any desired dimension of the 

dictionary, different approximate solutions are 
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considered. One of these solutions is the post-

processing algorithms in the dictionary learning 

process. In [46], an iterative projection and 

rotation (IPR) technique has been introduced to 

obtain this desired Gram matrix. In the first step, 

the non-diagonal coefficients of this matrix are 

bounded by a constraint set called the structural 

constraints, and then the number of Eigenvalues 

are limited. In this thresholding procedure, the 

non-diagonal coefficients that must be zero in the 

ideal form of Gram matrix are set to a pre-defined 

small coherent value    to reduce Frobenius norm 

between the Gramm matrix and unitary matrix 

as ‖   ‖ . In the following, the Eigenvalues of 

the Gramm matrix are limited. This procedure is 

performed by maintaining only the   largest 

Eigenvalues. In the second step, the obtained 

atoms are rotated with an orthogonal matrix   

since the approximation error may increase with 

respect to the thresholding procedure in the first 

step. The rotation step tries to decrease the 

approximation error ‖     ‖ . This technique 

was first used to improve the reconstruction error 

for the music signal. This technique is used in this 

paper to model the training data in the face 

detection problem, and results in a better 

classification rate [5]. 

 

4.2.1. Correction of dictionary atoms  

In the learning-based face detector algorithms, it 

is important that the designed dictionaries related 

to each data class do not have any similarity with 

each other to make a prominent distinction 

between different categories. Therefore, the 

learned dictionaries must have the least coherence 

value with the atoms of other dictionary classes. 

In this section, this issue is considered whether the 

atoms with the same structure exist in the 

representation of data in the dictionary related to 

face/non-face classes. If this problem is 

confirmed, then a routine is designed to reduce 

this similarity. In the proposed correction step, a 

composite dictionary               including 

the dictionaries related to the face data   , and the 

non-faces data     is regarded. Then the face data 

is coded over this composite dictionary: 
  

     
                         

       
      

‖            
  

   
 ‖

 

 

 
(8) 

In the following, the energy of the sparse 

coefficients is calculated for the face and non-face 

data: 

    
 ⁄ ∑    

  

 

   

            
 ⁄ ∑     

  

 

   

    (9) 

Since the face data should not be represented on 

the non-face dictionary    , the atoms of the      

dictionary that have the largest energy in this 

representation are replaced by atoms of the      

dictionary that have the least energy in this sparse 

coding. Also the sparse coding of non-face data is 

performed on this composite dictionary, and the 

energy of this representation related to face data is 

calculated. Since non-face data should not be 

represented on the    dictionary, the atoms of the 

   dictionary that have the most energy in this 

representation are chosen and replaced by atoms 

of the    dictionary that have the least energy. In 

this case, the possible error in the dictionary 

learning procedure for different data class is 

resolved. 

 

4.3. Proposed procedure for face detection 

It is important in the dictionary learning procedure 

to find the atoms that have the highest coherence 

value with the training data and the lowest 

coherence value with each other and also with 

atoms of other data classes. In this section, the 

proposed procedure for face detection based on 

the trained incoherent models is introduced. In 

this paper, in order to categorize the label of input 

data as face or non-face, conventional classifiers 

such as different types of neural networks and 

support vector machine are not used but it is 

suggested that a dictionary-based classifier is 

designed using the extracted properties in the 

sparse representation algorithm described in 

Section 4.1. In the first step of the proposed 

detection procedure, feature extraction will be 

performed, and then the LARC sparse 

representation over the composite dictionary 

introduced in the previous section is carried out. 

In this step, the cardinality parameter is set to the 

same value as defined in the training phase. Then 

the energy of sparse coefficients for each 

dictionary is calculated. It is clear that if the input 

image includes face content, the energy of this 

representation is more over face dictionary than 

non-face dictionary, and if the input image does 

not include the face content, the representation 

energy will be higher on the non-face dictionary. 

Therefore, the energy measure for the calculated 

sparse coefficients is used to classify the input 

data into the desired classes. In this case, there 

will be no need to use other classifiers, and 

estimation of the input data label will only be 

possible using the sparse representation technique. 

Also in order to categorize different parts of an 

image, the detection procedure is performed for 

all patches of the input image using the calculated 

energy of sparse representation over the 
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composite dictionary. If the energy of these 

coefficients over the face dictionary is greater, 

then the face label is assigned to this patch. The 

results of the proposed algorithm that is very 

successful are presented in the next section.  

 
5. Simulation results 

In order to simulate the results of the proposed 

method, face and non-face images of the MIT 

database are used [47]. This collection consists of 

face and non-face data with the 30 × 30 

dimension. As expressed in Section 4, the image 

faces of this database are recorded in different 

angles, states, gender, ages, skin color, and 

various additional essentials. Also non-face data is 

captured in different spaces. In the proposed 

method, the K-SVD technique is used to detect 

the face in the input image. In the simulations, the 

various features introduced in Section 3 are used 

as the extracted training data from the images. 

The cardinality value of the LARC sparse coding 

depends on the dimension of the training data and 

is different for each feature extraction algorithm. 

The Coh parameter expressed in (6) and (8) is set 

to 0.2 for face and non-face data according to the 

experimental results. This means that the 

dictionary only contains the learned atoms with a 

coherence value more than 0.2 with the training 

data patch. The redundancy rate for face and non-

face dictionaries is set to 4 for all features. This 

means that the learned dictionaries are over-

complete with a redundancy rate of 4. In order to 

learn the dictionary in the training step, 400 face 

and 400 non-face images are used. Also 100 face 

and 100 non-face images are selected to test the 

performance of the comparison algorithms. The 

performance evaluation of different methods is 

determined using the classification accuracy rate 

calculated by the percentage of true 

categorized data divided by the total number of 

test data. 

 

5.1. Feature extraction based on HOG 

coefficients 

The extracted feature in this experiment is based 

on the HOG coefficients with 8 × 8 cell size and 

50% overlap and also 2 × 2 block size. The 

dimension of HOG-based features for an initial 

image of 30 × 30 including 16 blocks with 8 × 8 

cell size, 9 bins, and 4 directions is 144. The 

convergence diagram of the proposed dictionary 

learning for the extracted HOG-based features 

from the face and non-face images is shown in 

figure 3. As it can be seen, a suitable convergence 

with a low approximation error is obtained based 

on the calculated root mean square error (RMSE). 

Therefore, the convergence plot to learn over-

complete dictionaries with a redundancy rate of 4 

is achieved to train a data matrix with 144 × 400 

dimension for each face or non-face dataset. The 

cardinality rate in the training and test steps of this 

simulation is set to 15, which is achieved due to 

the smallest calculated approximation error 

according to the experimental results. 

The results of classification accuracy rate using 

the HOG feature for different classifiers including 

a feed-forward neural network with 25 hidden 

layers, support vector machine, and incoherent 

dictionary learning technique are reported in table 

1. As shown, the classification accuracy for the 

proposed method is greater than the results of the 

other two categories. Also the results of 

calculating the relative confusion matrix using the 

HOG coefficients are given in table 2, which is 

the result of table 1. These results indicate that the 

learned dictionaries using HOG coefficients as a 

texture-based feature can properly model the 

content of face and non-face training data, and 

lead to a face detector algorithm with an 

appropriate accuracy. The HOG coefficients 

represent the details of each data class using the 

block-based analysis over different directions of 

the input image gradient. 

 
 (b) 

  
(a)  

Figure 3. The convergence plot of the proposed dictionary learning algorithm using the HOG features: a) for face data, b) for 

non-face data. 
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5.2. Feature extraction based on Gabor 

coefficients 

According to Section 3.1, the magnitude and 

phase of Gabor coefficients are the important 

features in the texture analysis of image using the 

extracted frequency components in different 

directions of image. Using the Gabor filter, the 

magnitude and phase matrices of Gabor 

coefficients are obtained as shown in Fig 4 having 

the same dimensions as the initial image.  The 

Gabor coefficients in this simulation are 

calculated in four directions: 0°, 45°, 90°, and 

135°. The magnitude matrix of Gabor coefficients 

in the specified directions for the face image is 

shown in Fig. 5, which shows the content of the 

frequency components in different directions. 

Then the sum of the row and column elements of 

the magnitude Gabor matrix is considered as the 

final features for dictionary learning. As a result, 

the 240 × 400 training data matrix is used for each 

face and non-face image. The cardinality rate 

using these features in the training and test steps is 

set to 20 with respect to the data dimension of 

240, which is estimated from the experimental 

tests to achieve the lowest approximation error. 

The results of classification accuracy rate using 

the defined Gabor features calculated for different 

classifiers including a feed-forward neural 

network with 25 hidden layers support vector 

machine, and an incoherent dictionary learning 

algorithm are presented in table 3. 

The obtained results obtained show that the 

proposed classifier achieves the desired results 

using the magnitude feature of the Gabor 

coefficients. Therefore, this category of features 

can provide an appropriate distinction between 

different data classes. In addition, along with the 

magnitude of the Gabor coefficients, the phase of 

these features is also used, and the final feature 

vector is set based on the column mean of the 

magnitude and phase matrices in order to learn the 

dictionaries. Therefore, for each face and non-face 

image data, a 60 × 400 training data is used. The 

cardinality rate for these features in the training 

and test steps is adjusted to 12 according to the 

data dimension. It means that each training data is 

maximally represented with 12 atoms. The results 

of the classification accuracy rate using this 

category of features for the mentioned classifiers 

are reported in table 4. It can be observed that the 

results are lower than the results obtained with 

other defined features introduced so far. 

Therefore, a combination of the magnitude and 

phase of the Gabor coefficients cannot adequately 

distinguish the face and non-face data since the 

phase of the Gabor coefficients does not contain 

distinctive information between the structures of 

different input classes. The simulation shows that 

the effect of the Gabor coefficient magnitude is 

more prominent than the phase information in the 

face detection procedure. 

 
Table 1. Classification accuracy rate for face and non-face 

images based on HOG feature for neural network, 

support vector machine, and dictionary-based classifiers. 
Dictionary-based 

classifiers 

(proposed) 

Feed-forward 

neural 

network 

Support 

vector 

machine 

 

97 94 95 Face image 

96.5 95 93.5 Non-face image 

 
Table 2. Results of relative confusion matrix based on 

HOG feature for the proposed dictionary-based 

classifiers. 
Non-face image Face image  

3 97 Face image 

96.5 3.5 Non-face image 

 

(a) (b) (c) 
Figure 4. a) Face image b) A representation of the 

magnitude for the Gabor coefficient matrix c) A 

representation of the phase for the Gabor coefficient 

matrix. 

(a) (b) (c) (d) 

 
(e) (f) (g) (h) 

Figure 5. A representation of the magnitude for the 

Gabor coefficient matrix in the directions: a) 0°. b) 45°. c) 

90°. d) 135°, and the phase of the Gabor coefficient matrix 

in the directions: e) 0°. f) 45°. g) 90°. h) 135°. 

 

Table 3. Accuracy percentages of face/non-face image 

classifier based on the magnitudes of Gabor coefficients 

for the neural network, support vector machine, and the 

proposed method based on learning incoherent 

dictionary. 
Dictionary-based 

classifiers 

(proposed) 

Feed-forward 

neural 

network 

Support 

vector 

machine 

 

95 94 91.5 Face image 

97.5 95 96 Non-face image 
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Table 4. Accuracy percentages of face/non-face image 

classifier based on the magnitude and phase of the Gabor 

coefficients for different classifiers and the proposed 

approach. 
Dictionary-based 

classifiers 

(proposed) 

Feed-forward 

neural 

network 

Support 

vector 

machine 

 

86 82.5 74 Face image 

88.5 78.5 65 Non-face image 

 

Table 5. Accuracy percentages of face/non-face image 

classifier based on the combination of magnitude and 

phase of Gabor coefficients with PCA for neural network, 

support vector machine, and the proposed dictionary-

based classifier. 
Dictionary-based 

classifiers 

(proposed) 

Feed-forward 

neural 

network 

Support 

vector 

machine 

 

94 92 89.5 Face image 

96.5 84 86 Non-face image 

 

Table 6. Accuracy percentages of face/non-face image 

classifier based on PCA coefficients for neural network 

classifications, support vector machine, and the proposed 

dictionary-based classifier. 
Dictionary-based 

classifiers 

(proposed) 

Feed-forward 

neural 

network 

Support 

vector 

machine 

 

64 82.5 60 Face image 

69.5 78.5 65.5 Non-face image 

 

For more consideration, the PCA algorithm is 

used to achieve a more appropriate set of features 

to solve the face detection problem. Firstly, the 

Gabor magnitude and phase in different directions 

is extracted (eight images for the magnitude and 

phase of coefficients). After averaging these 

feature matrices and achieving the final matrix of 

magnitude and phase, the PCA algorithm is 

applied, and the mean of the columns are 

calculated. Finally, a 60 × 400 training data matrix 

is obtained. The cardinality rate is set to 12 in the 

training and test steps with respect to the 

dimension of the Gabor/PCA combinational 

feature. The classification results based on this 

defined feature are expressed in table 5, which 

shows that the effect of the phase properties of the 

Gabor coefficients to distinguish between classes 

has been increased by applying PCA.  

The PCA techniques help to achieve better results 

by deleting additional information and applying 

distinctive features. Also the results of the 

extracted feature using PCA algorithm are shown 

in table 6, which shows that this feature alone 

cannot achieve the appropriate results to solve the 

face detection problem. In fact, the gray levels 

alone cannot distinguish between different data 

classes so the statistical or texture-based features 

should be utilized. 

 

5.3. Feature extraction based on Fourier 

transform and discrete cosine transform 

The purpose of this paper is to consider the main 

extracted features from the image and determine 

their efficiency to solve the face detection 

problem. Therefore, it was tried to analyze the 

results of these features, and, finally, choose a 

desirable feature category with the ability to make 

more distinctions between the face/non-face 

classes. In this regard, the results of the face/non-

face classification using the extracted feature of 

DFT and DCT are shown in table 7. Also the 

results of these characteristic coefficients after 

applying the PCA algorithm are reported. The 

results show that the combination of these features 

has not succeeded to solve this problem since this 

feature vector cannot represent the structural 

information of texture in face/non-face images. 

These results show that the frequency content of 

the input data does not have a significant effect to 

create a distinction between the input data in the 

face detection problem. The dimension of each 

learning matrix is 60 × 400 and the cardinality 

rate is set to 10 in the training and test steps. 

 

5.4. Feature extraction based on hybrid feature 

coefficients 

In this section, the feature extraction procedure is 

considered using the GLCM coefficients and its 

important parameters. These selected parameters 

from the GLCM feature are nine characteristics 

including mean, variance, energy, range of 

relative abundances, contrast, homogeneity, 

maximum relative frequency, correlation, and 

entropy. The GLCM coefficients are calculated in 

the four directions of 0°, 45°, 90°, and 135°. Then 

the mentioned parameters in these directions are 

calculated. As a result, a feature vector with 36 

coefficients is obtained for the input image. Since 

the simulations concluded that this dimension was 

not sufficient to categorize this issue and did not 

produce satisfactory results, the extracted feature 

vector was used in combination with other 

features. Among these features, the coefficients 

derived from HOG with a dimension of 144 for 

each image data, a local binary pattern LBP with a 

dimension of 10 for each image data and moments 

with a dimension of 7 for each image data 

introduced in Section 3 is applied. The results of 

combining these features to solve the face 

detection problem are presented in table 8. The 

dimension of the training matrix for using the 

GLCM/HOG, GLCM/HOG/LBP, and 

GLCM/HOG/LBP/Moment composite properties 

for each face/non-face class are 400 × 144, 400 × 

190, and 400 × 197, respectively. The cardinality 
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rate of these features in the training and test steps 

is set to 20 and 25, respectively. For more 

evaluations, the results of the proposed detection 

algorithm using Bao Face Database are also 

reported [48]. In the simulation with this database, 

200 face images and 200 non-face images are 

randomly selected. Also 50 face images and 50 

non-face images are considered to test the 

performance of the proposed algorithms. Also the 

feature extraction procedure is carried out over the 

gray levels of the color images of this database. 

The learned dictionaries are over-complete with 2 

redundancy rates, and the cardinality rate is set to 

20 and 25 in the training and test steps, 

respectively. The results show that the use of 

statistical characteristics such as the extracted 

parameters from the GLCM coefficients along 

with other rotation-invariant features such as LBP 

and moments leads to the desired results in the 

face/non-face classification. These desired results 

are achieved based on a combination of the 

statistical and texture-based features to learn the 

face and non-face models. These incoherence 

models are learned in such a way to have a 

maximum coherence to the training data and can 

sparsely represent the details of each data class. 

Also the role of between-class coherence 

parameter to achieve these results is very 

prominent since it leads to a proper distinction 

between the learned models of different classes. 

However, the results reported in Section 5.2 show 

that the magnitude of the Gabor coefficient matrix 

is effective to solve the face detection problem but 

the experiments show that these coefficients do 

not obtain the appropriate results in combination 

with other features, and therefore, these results are 

not reported in this section. In order to have more 

consideration about the performance of the 

proposed algorithm, the results of face detection 

are considered over different images. The 

implementation routine of the proposed algorithm 

is that, at first, 60 × 60 blocks are extracted from 

the whole input image with a 25% overlap, and 

then the dimension of these blocks is reduced by 

half. Then the sparse representation of these 

blocks is carried out using the LARC algorithm 

over the composite dictionary including the face 

and non-face models. The calculated energy 

calculated by these representations determines the 

face/non-face labels for each block. Two 

examples of these results are shown in figure 6, 

which illustrates the success of the proposed 

method. The features used in this detection 

process include the combinational features 

derived from GLCM, HOG, LBP, and moments 

that yield appropriate results to solve this 

problem. The results from the combination of 

these features are expressed in the end row of 

table 8. In this table, it is neglected to express the 

weakest results with other combinational feature 

vectors defined in the paper. Also the results of 

the proposed dictionary-based detection algorithm 

(using MIT database) based on the 

GLCM/HOG/LBP/Moment feature vector for the 

different cardinality rates 10, 15, 20, 25, and 30 

are reported in table 9. As it can be seen, the best 

results are obtained when this parameter in the 

LARC sparse representation step of dictionary 

learning algorithm is set to 20, which is consistent 

with the previous result. 
 

Table 7. Percentage of classification accuracy rate for face/non-face image based on DFT and DCT coefficients as well as 

these coefficients in combination with PCA algorithm for neural network classifications, support vector machine, and 

proposed dictionary-based approach. 
Proposed dictionary-based 

classifiers (proposed) 
Feed-forward neural network Support vector machine 

59 49 54 Face image 
DCT feature 

63 55.5 56.5 Non-face image 

66.5 63 59 Face image 
DCT/PCA feature 

68.5 64 61.5 Non-face image 

60.5 52.5 58 Face image 
DFT feature 

63.5 58.5 56 Non-face image 

67 63 61.5 Face image 
DFT/PCA feature 

68.5 66.5 63 Non-face image 

Table 8. Percentage of classification accuracy rate for face/non-face image based on combinational feature coefficients for 

neural network classifications, support vector machine, and proposed dictionary-based classifier. 
Proposed classifier 

(BaoFace database) 

Proposed classifier 

(MIT database) 

Feed-forward 

neural network 

Support vector 

machine 
 

94 95 89 88 Face image 
GLCM/HOG 

94.5 95.5 92.5 90.5 Non-face image 

96 98 93 94.5 Face image 
GLCM/HOG/LBP 

96.5 97.5 95 93.5 Non-face image 

98.5 100 96.5 95 Face image 
GLCM/HOG/LBP/Moment 

97.5 98.5 96 94.5 Non-face image 
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Table 9. Percentage of classification accuracy rate for 

face/non-face image based on the proposed dictionary-

based classifier (MIT database) with 

GLCM/HOG/LBP/Moment feature vector for different 

cardinality values. 
Non-face image Face image Cardinality rate ↓ 

90 91.5 10 

96.5 97 15 

98.5 100 20 

94.5 96 25 

91.5 92.5 30 

 

 

 
Figure 6. Face detection results by the proposed detection 

algorithm based on the extracted combinational feature 

GLCM/HOG/LBP/Moment. 

 
 

 
Figure 7. The learned dictionary by the proposed 

detection algorithm (MIT database) using 

GLCM/HOG/LBP/Moment feature vector: First row for 

face, and second row for non-face training data. 

 

Figure 7 shows a section of the learned 

dictionaries for the face and non-face data by the 

proposed learning algorithm using the 

GLCM/HOG/LBP/Moment feature vector.  

The simulations are carried out using MATLAB 

software on a Windows 64-bit based computer 

with Core i5 3.2GHz CPU. The mean detection 

procedure time in s for the proposed classifier and 

other comparison algorithms are reported in table 

10. These results are the average detection time of 

50 face and non-face images for each mentioned 

algorithm based on the  

GLCM/HOG/LBP/Moment feature vector. As it 

can be seen, the computation time of the proposed 

method is slightly more than the other algorithms 

since the test step in the proposed method contains 

LARC sparse representation with coherence 

constraint, which has a more computation time. 

As mentioned in different parts of Section 4, three 

coherence parameters are considered in this paper: 
1) the atom/data coherence measure that considers 

the coherence value between the input training 

data and the dictionary atoms. This coherence 

value should be high. This means that the 

dictionary atoms can correctly represent the 

structure of the training data. The LARC sparse 

representation algorithm is the first coding 

algorithm that works based on the atom/data 

coherence measure. This measure is evaluated 

using the Coh or residual coherence parameter 

shown in (6), defined in Section 4.1. 2) The 

mutual coherence between different atoms of a 

fixed dictionary or within-class coherence 

parameter: this parameter should have a low 

value. This means that the dictionary atoms are 

incoherent or independent from each other as 

much as possible. This goal is yielded with an IPR 

technique based on thresholding and rotation of 

the Gram matrix of a fixed dictionary, as 

introduced in Section 4.2. 3) The mutual 

coherence between atoms of different dictionaries 

(such as face and non-face dictionaries) or 

between-class coherence parameter: this 

coherence parameter should have a low value. 

This means that the atoms of different dictionaries 

are incoherent or independent from each other as 

much as possible. This goal is satisfied with the 

correction step proposed in Section 4.2.1. These 

coherence values for different dictionary learning 

methods are reported in table 11. The first 

learning method includes orthogonal matching 

pursuit (OMP) as a basis sparse representation 

method followed by the K-SVD algorithm [49]. 

The worst coherence values are obtained using the 

OMP/K-SVD learning method because this 

algorithm does not use the coherence constraint. 
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The atom/data coherence parameter in the LARC 

spars coding causes to increase this measure, and 

the atoms can represent the structure of the 

training data with more precision. Using the 

LARC/K-SVD/IPR learning method, more 

incoherent atoms are obtained, and the value of 

the within-class coherence parameter reduces. 

After the correction step in the proposed learning 

procedure, the coherence atoms in two face and 

non-face dictionaries are corrected, and the value 

of between class coherence parameter reduces. 

The results obtained (Table 11) indicate that the 

learned dictionaries based on the proposed method 

have the highest coherence with the training data 

and the least coherence with each other. 

In order to make a proper decision on the 

efficiency of the different methods in the 

mentioned different conditions, a statistical 

significance test has been used. In this work, the 

Friedman test with the Holms post hoc test is used 

to compare the results of more than two 

algorithms [50-51]. This test is applied to the 

results of all four classifiers (neural network, 

support machine, and learning-based techniques 

(using the MIT and Bao Face databases), in two 

states of the face and non-face detection, as well 

as eight extracted features specified in tables 1, 3-

4, and 7-8. Therefore, in this test, the numbers of 

different methods and conditions are     and 

         , respectively. It should be noted that 

the better results will be obtained from this test if 

the number of conditions compared to the number 

of examined methods is higher. The non-

parametric Friedman test is one of the best 

methods available to compare several methods in 

different situations without the need for initial 

assumptions. The average performance rating of 

   is initially calculated for the  -th method from 

the   method in   different conditions as follows: 
 
Table 10. Mean computation time in s to detect face/non-

face images based on different methods with 

GLCM/HOG/LBP/Moment feature vector. 
8 Support vector machine 

6 Feed-forward neural network 

10 Proposed dictionary-based classifier 

 
Table 11. The coherence parameter values for different 

dictionary learning methods. 

Dictionary learning 

method ↓ 

Atom/data 

coherence 

Mutual 

coherence 

within-

class 

Mutual 

coherence 

between-

class 

OMP/K-SVD 0.103 0.658 0.756 

LARC/K-SVD 0.627 0.693 0.742 

LARC/K-SVD/IPR 0.636 0.362 0.729 

LARC/K-SVD/IPR/ 

Correction(Proposed) 
0.654 0.325 0.426 

 

 

Table 12. The results of statistical test to compare the 

performance of the neural network, support vector 

machine, and dictionary-based classifier in order to detect 

face regions of an input image based on different features. 
 

       -value 
Holm 

(α/(J-i)) 

Proposed 

dictionary-based 

classifier (MIT 

database) 

1.03 4.949 0 0.0167 

Proposed 

dictionary-based 

classifier 

(BaoFace 

database) 

1.65 3.561 0.0004 0.025 

Feed-forward 

neural network 
1.88 2.545 0.0109 0.050 

Support vector 

machine 
2.78 0 - - 

 

(10)    
 

 
∑   

 

   

 

 

where     is the performance rank of the  -th 

method in the  -th test state. It should be noted 

that the method with the best performance in this 

statistical test will earn the lowest rate value. 

This significant test starts with a null-hypothesis 

the algorithms of which have the same 

performance, and then it should be proved that 

this assumption is wrong and then the rank of 

different methods is calculated according to their 

efficiency [52]. This test begins with the 

introduction of the critical value as follows: 

(11)   
  

   

      
[∑  

 

 

   

          ] 

 

Moreover, the modified statistical value of the 

Friedman test, which is based upon the F 

distribution, is defined by         and          
         degrees of freedom: 

(12)           
 (         

 )⁄  

 

If the    value in this statistical test is greater than 

the critical value   
 , the null-hypothesis is 

rejected. It means that the mentioned algorithms 

do not have the same performance. The next step 

is to determine which algorithm will perform 

better. This decision is made using the post-hoc 

test. In this case, at first, the    parameter for each 

evaluation method in this test is calculated as 

follows [53]: 

(13)    (     ) √        ⁄⁄  

 

In this regard,    is the method that achieves the 

lowest performance level, and the highest average 
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rate obtained is 10. The   value to achieve the   

parameter is calculated at a statistical significance 

level of           The value of   in the 

probability density of the standard normal 

distribution, corresponding to the underlying 

surface of this distribution, will be outside the 

range (- ,  ) [54]: 

(14)     ∫
 

√  

 

  

  
  

    

 

The simulation results of this statistical test based 

on the Holm assessment measure for the 

classification methods mentioned in this paper are 

reported in table 12 [52]. These results are 

calculated to determine the averaging rank for 

different classifiers based on various features. The 

value of the parameter   
  for the results of this 

table according to (11) is 43.71. Also the value of 

the    parameter according to (12) will be 27.92. 

The critical   value with the degrees of freedom 

(4-1) and (4 - 1) × (16 - 1) is 2.8115 [53]. 

It can be seen from the reported results that all the 

   values obtained in this statistical test are more 

than the critical values of F, and therefore, the 

initial null hypothesis based on the similarity of 

the performance for all mentioned algorithms is 

rejected. Therefore, the post-hoc testing can be 

used to determine the performance rank of 

different methods. As expressed, the rank    

belongs to a method with the lowest level of 

performance and the highest average rank among 

the mentioned methods. This rank in the statistical 

test is related to the support vector machine. In 

order to calculate the   parameter to calculate the 

 -value at a statistical significance level    
     , (13) is used. Also the value of i in        
     to calculate the Holm measure corresponds to 

the row number in table 12 and starts from 1, 

which includes a method with a better 

performance and the lowest average rank, up to 

   , which means a method with the lowest 

performance and higher average rank value. Also 

the results for the last row of table 12 are not 

achieved since the comparisons are based on the 

method with a lower performance according to 

(13). In this table, the  -value is lower than the 

corresponding Holm critical value for all methods. 

Therefore, it can be concluded that the methods 

are listed in table 12 from the best performance to 

the method with the worst performance in the face 

detection problem. It can be concluded that the 

results of the statistical test for the proposed 

method have a ranked value that is close to 1; this 

method has a better performance than the other 

ones. Also, in this table, the detection algorithm 

based on the support vector machine is introduced 

as a method with an average rating of   , and the 

value of the   parameter for it is zero, so the 

parameter value of   for this method cannot be 

calculated. 

 

6. Conclusion 

Face detection is one of the most widely used 

fields in image processing, and due to its 

importance, in this paper, we presented a solution 

to solve this problem. In the proposed method, the 

sparse coding and dictionary learning techniques 

are applied to learn the over-complete models, and 

the extracted features derived from these concepts 

are also employed to design a classifier. The 

proposed procedure for sparse coding and 

updating the atoms leads to a dictionary learning 

procedure that includes three important coherent 

measures. These parameters are the high 

coherence value between data/atoms, the least 

coherence value between the atoms of a 

dictionary, and also between the atoms of 

different dictionaries. Different feature vectors 

were applied in this work based on different 

statistical-based and texture-based properties, and 

the performance of the proposed incoherent 

dictionary-based classifier was compared with 

other classifiers such as neural network and 

support vector machine.  These comparisons were 

performed using the classification accuracy rate 

and statistical significance test. The simulation 

results showed that the proposed algorithm based 

on the designed learning procedure correctly 

performed face detection in comparison with other 

classifiers using the combinational feature vectors. 
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 های فراکامل ناهمدوس بر یادگیری مدلارائه یک روش جدید آشکارسازی چهره مبتنی

 

 سمیرا مودّتی

 .دانشکده فنی و مهندسی، دانشگاه مازندران، بابلسر، ایران

 82/80/8802 پذیرش؛ 80/80/8802 بازنگری؛ 80/80/8800 ارسال

 چکیده:

 چهاره آشکارساازی مقاله، این در كاربردهای مختلف حائز اهمیت بوده است. در یك گام پردازشی اساسی عنوان به تصویر، همواره در چهره آشکارسازی

ناماه ژ بازنماایی تناك باه من اور هاای آماوزش ژا هگیرد. این مفاهیم شامل بکاارگیری الگوریتمبه كمك مفاهیم حسگری فشرده مورد بررسی قرار می

كاه د شاونها باه واورتی یاادگیری میناماهخواهاد باود. همیناین ژا هباشاند، مینمایانگر محتوای ساختاری تصاژیر كه های فراكامل دستیابی به مدل

هاای مختلفای از تصااژیر دیده حداقل میزان همدژسی را با یکدیگر داشته باشند. به من ور دستیابی باه نتاایم مولاود، دساته ژی گیهای آموزشمدل

بار یبناد م تند. همیناین نتاایم حاوال از ه قهناگیركننده مشخصات چهره ماورد اساتفاده قارار میهای بازنماییاستخراج شده ژ برای یادگیری مدل

باه های سازیش یه گیرد. نتایمش که عص ی ژ ماشین بردار پشتی ان مورد مقایسه قرار می بندهایه قه یادگیری مدل پیشنهادی با نتایم بدست آمده از

به آشکارسازی چهره  شده قادرهای تركی ی معرفیهای حاول از ژی گینامهژا ه برم تنیپیشنهادی  رژش كه دهدنشان میهمراه تست معناداری آماری 

 . هستنددر تصاژیر مورد ارزیابی با دقت بالایی 
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