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Abstract 

Breast cancer has become a widespread disease around the world in young women. Expert systems, 

developed by data mining techniques, are valuable tools in the diagnosis of breast cancer, and can help 

physicians for decision-making processes. This paper presents a new hybrid data mining approach to classify 

two groups of breast cancer patients, malignant and benign. The proposed approach, AP-AMBFA, consists 

of two phases. In the first phase, the Affinity Propagation (AP) clustering method is used as an instance 

reduction technique, which can find noisy instances and eliminate them. In the second phase, feature 

selection and classification are conducted by the Adaptive Modified Binary Firefly Algorithm (AMBFA) for 

selection of the most related predictor variables to target variables and the Support Vectors Machine (SVM) 

technique as classifier. It can reduce the computational complexity and speed up the data mining process. 

The experimental results on the Wisconsin Diagnostic Breast Cancer (WDBC) datasets show a higher 

predictive accuracy. The classification accuracy obtained was 98.606%, a very promising result compared to 

the current state-of-the-art classification techniques applied to the same database. Hence, this method will 

help physicians in a more accurate diagnosis of breast cancer. 

 

Keywords: Breast Cancer, Affinity Propagation Clustering, Feature Selection, Binary Firefly Algorithm, 

Support Vector Machine. 

1. Introduction 

Nowadays, the knowledge discovery process has 

been comprehensively used in medicine to 

identify and exploit the hidden patterns among a 

large number of the patients’ historical data stored 

within datasets [1, 2]. A major class of problems 

in medical science involves the correct diagnosis 

of disease based upon various tests performed 

upon the patient [3].  

Breast cancer is the second largest cause of cancer 

deaths and the most frequently diagnosed cancer 

in young women [4, 5]. This type of cancer 

happens when cells in the breast tissue divide and 

grow without their normal control [6].  

The correct and early detection of breast cancer 

can ensure a long survival of the patients [7]. The 

early detection of breast cancer requires an 

accurate and reliable diagnosis procedure that 

allows physicians to classify two groups of breast 

cancer patients, malignant and benign [8, 9]. 

There are three common methods available for 

diagnosing breast cancer: mammography, Fine 

Needle Aspiration (FNA) biopsy with visual 

interpretation, and surgical biopsy. The reported 

sensitivity of mammography varies from 68% to 

79% [10], of FNA with visual interpretation from 

65% to 98% [11], and of surgical biopsy close to 

100%. Therefore, mammography lacks sensitivity, 

FNA sensitivity varies widely, and surgical 

biopsy, although accurate, is invasive, time-

consuming, and costly [12]. Thus we can say that 

the quickest and simplest diagnostic tool for 

breast cancer without any negative aspects of 

surgical biopsy is an FNA test. 

The cytological characteristics extracted from the 

FNA biopsy and Machine Learning (ML) 

techniques can be used for the diagnosis of breast 

cancer [13]. Data mining is one of the analytic 

processes commonly used to identify, validate, 

http://dx.doi.org/10.22044/jadm.2018.5742.1696
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and prediction of data [14]. The different artificial 

intelligence techniques for classification also help 

experts a great deal. Classification systems 

minimize the possible errors that might be made 

due to fatigued or inexperienced experts and 

provide more detailed medical data for 

examination in a shorter time [15]. Expert 

systems, developed by data mining techniques, are 

valuable tools to improve medical decision and 

assist the physician. 

One of the main objectives of an ML algorithm is 

to build reliable classifiers [16] with good 

classification accuracy rates. Classification 

accuracy can decrease in the presence of noise in 

the training data [17]. Therefore, a data pre-

processing phase of the ML algorithm, in which 

noise can be detected and handled through an 

appropriate cleaning or correction procedure, is 

recommended [18, 17]. Noise filtering has been 

implemented in different forms with different 

types of classifiers [16, 19] and has been proven 

to be effective, to some extent, in improving the 

classification accuracy [20].  

In addition to noise filtering, it should be noted 

that there are many cases that some of the 

attributes of a dataset are irrelevant or redundant 

in making a certain decision [21]. Thus selecting 

an appropriate set of features to represent the main 

information of original datasets is an important 

factor that influences the accuracy of 

classification methods [22].  

Feature Selection using Feature Similarity (FSFS) 

has been proposed by Mitra et al. [23]. They 

introduced a new similarity measure known as 

Maximal Information Compression Index (MICI), 

which was used to iteratively remove some 

number of features. In [24], FSFS has been used, 

and the classification accuracies reached with 

Support Vectors Machine (SVM) on Wisconsin 

Diagnostic Breast Cancer (WDBC) dataset were 

94.41%. He et al. have presented Laplacian Score 

for Feature Selection (LSFS) [25]. LSFS selects 

some top-ranking features that have maximum 

locality preserving power computed in terms of 

Laplacian score. In WDBC dataset LSFS 

algorithm for SVM, the classifier reached a 

96.87% accuracy [24]. Multi-Cluster Feature 

Selection (MCFS) is another feature selection 

algorithm presented by Cai et al [25]. The main 

motivation of using spectral analysis technique 

here is to efficiently compute the correlations 

among different features of a candidate feature 

subset in an unsupervised manner. Thus 

identifying the multi-cluster data structure is a 

major advantage of this approach [26]. An 

accuracy of 96.68% was obtained with the 

application of MCFS with SVM classification 

technique on WDBC [24]. In [27], diagnosis of 

breast cancer tumor has been conducted based on 

manifold learning and SVM, and the reported 

accuracy was 97.3%. 

Recursive Feature Elimination (RFE) and Feature 

Selection Concave (FSC) that have come in [28] 

report 95.25% and 95.23% accuracies for SVM 

classification on WDBC, respectively.  

Maldonado et al. [28] have proposed an embedded 

method Kernel-Penalized Support Vectors 

Machine (KP-SVM) that simultaneously selects 

relevant features during classifier construction by 

penalizing each feature’s use in the dual 

formulation of SVM. The classification accuracy 

obtained by KP-SVM was 97.55% on WDBC. In 

[29], a feature selection method that combines 

Data Envelopment Analysis (DEA) and entropy 

technique has been presented. The classification 

accuracies of feature selection method with SVM, 

C5.0, and Logistic Regression (LR) on WDBC 

dataset were 89.86%, 93.92%, and 95.95%, 

respectively. Also in [29], the results of the 

presented model were compared with two other 

filter feature selection methods (Correlation based 

Feature Selection (CFS) and Filter). Feature 

selection is inherently a combinatorial search 

problem, and there is no polynomial algorithm 

known to solve this problem. Thus stochastic 

searching is preferable to achieve the approximate 

global best solution in polynomial time [30]. In 

[31], a Particle Swarm Optimization-Kernel 

Density Estimation (PSO-KDE) model has been 

presented that hybridizes the PSO and non-

parametric KDE-based classifier for diagnosis of 

breast cancer and is compared with Genetic 

Algorithm-Kernel Density Estimation (GA-KDE) 

[31].  Although both reached a 98.45% accuracy, 

PSO-KDE is better than GA-KDE because of less 

selected features. Ensemble feature selection 

based on bi-objective genetic algorithm can be 

found in [32]. For WDBC dataset, Ensemble-

FSGA reached an 82.2% accuracy rate. A SVM-

based ensemble algorithm has been presented in 

[33]. SVM was aggregated into the proposed 

Weighted Area under the Receiver Operating 

Characteristic Curve Ensemble (WAUCE) 

approach. The best average accuracy achieved by 

the WAUCE model is 97.68% on the WDBC 

dataset [33].  

Although many researchers have carried 

out diagnosis of breast cancer using machine 

learning techniques, it is absolutely important to 

offer a reliable diagnosis model. Thus this paper 

proposed the new hybrid model including Affinity 

Propagation (AP) clustering method [34] as 
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instance reduction technique for the first time and 

Adaptive Modified Binary Firefly Algorithm 

(AMBFA) for extracting the optimal feature 

subset. AMBFA has two parts: the adaptive part 

that makes balance in exploration and 

convergence [35] and the modified part that 

reaches a qualified and fast solution [36]. We used 

the accuracy rate of SVM as the cost function for 

the proposed AP-AMBFA algorithm.  In the 

proposed algorithm, the concept of clustering and 

classification is conjoined and shows the practical 

application of the AP clustering to reduce noise 

data for the first time. The main goal of AP-

AMBFA is to construct a powerful intelligent 

model for increasing the predictive accuracy of 

breast cancer disease classification. The proposed 

hybrid model is applied on the WDBC dataset in 

UCI to diagnose whether the tumor of the patient 

is malignant or benign. 

This paper is organized as what follows. In 

Section 2, the research methodology is presented; 

this section consists of the prerequisites for the 

research work. Our proposed adaptive modified 

binary firefly algorithm is presented in Section 3. 

In Section 4, the application of this hybrid model 

is demonstrated and comparisons of the results are 

presented. Finally, in Section 5, we conclude the 

paper and present future work. 

 

2. Methodology 

In this paper, the researchers have presented a 

new hybrid model to solve the breast cancer 

classification problem. This model basically 

consists of the affinity propagation clustering 

model, adaptive modified binary firefly algorithm, 

and support vector machine technique. The 

framework of the proposed knowledge-based 

system comes in figure 1. 

Normalize data between

 0 and 1

Feature Selection with 

Adaptive Modified Binary 

Firefly Algorithm

WDBC Data Set

Classification with SVM

Preprocessing
Instance Reduction with 

AP Clustering

 
Figure 1. The proposed hybrid approach for breast 

cancer classification. 

In this work, a study on the WDBC dataset is 

carried out. The researchers agree that the data 

mining tools perform more effectively when 

preprocessing is applied on the input datasets [37]. 

Thus in the first step, after normalization of the 

WDBC dataset, the AP clustering process is 

performed to cluster the data. AP is used to find 

noisy instances. For carrying out the next step, at 

first, all noisy instances are removed from the 

dataset, and then for the problem of feature 

selection, a new wrapper method is used. The 

wrapper method searching for the best feature 

subset is conducted using a classifier. For this 

reason, an AMBFA is applied to select the 

optimum subset of the feature that maximizes the 

accuracy of SVM classifier. In this case, the breast 

cancer classification process will be faster and 

more accurate if a less number of features are 

used. 

The details of the WDBC dataset and the 

mentioned tools that construct the proposed 

approach are introduced in the following sub-

sections. 

 

2.1. Wisconsin Diagnostic Breast Cancer 

Dataset (WDBC) 

In this work, we carried out the experiment on 

WDBC. It is publicly available at 

https://archive.ics.uci.edu/ml/datasets/Breast+Can

cer+Wisconsin+(Diagnostic). This dataset 

involves the measurements taken according to the 

FNA test [12]. This test involves fluid extraction 

from a breast mass using a small-gauge needle, 

and then a visual inspection of the fluid under a 

microscope [12]. 

The WDBC dataset includes 569 and 32 

attributes. All the features represent the 

characteristics of cell nuclei present in the image, 

and are recorded with four significant digits. 

Table 1 depicts the dataset attribute information. 

Table 1. WDBC cell nuclei characteristic attributes. 
1) ID_ Number 

2) Class_ Label (M=malignant, B=benign) 

3-32) Ten features are computed for each Nucleus 

a) radius [mean of distances from center to points on the 

perimeter] 

b) texture [standard deviation of grey-scale values] 

c) perimeter 

d) area 

e) smoothness [local variation in radius lengths] 

f) compactness [((perimeter)2/ area) −1] 

g) concavity [severity of concave portions of the contour] 

h) concave points [number of concave portions of the contour] 

i) symmetry 

j) fractal dimension [―coastline approximation‖ −1] 

 

In table 1, the first two attributes correspond to a 

unique identification number and the diagnosis 

https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)
https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)
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status (benign/malignant). The rest of the 30 

features are computations for ten real-valued 

features along with their mean, standard error, and 

the mean of the three largest values (―worst‖ 

value) for each cell nucleus, respectively. For 

instance, field 3 is the mean radius, field 13 is the 

Radius SE, and field 23 is the worst radius. 

 

2.2. Affinity Propagation (AP) 

AP is a new clustering method proposed by Frey 

and Dueck in 2007 [34], which has been shown to 

produce clusters in a much less time and with a 

much less error than the previous techniques (such 

as the mixtures of Gaussians [38], K-Means 

algorithm [39, 40, 41], K-Medoids algorithm [42, 

43], spectral clustering [43, 44], and hierarchical 

clustering [42, 43]). Another useful feature of the 

algorithm is that AP does not require the number 

of clusters beforehand, which is a major 

distinction to many other clustering algorithms. 

Furthermore, AP does not randomly choose some 

data points as cluster representatives initially, 

which give an advantage in such a case that the 

initial choices do not conclude with a good 

solution [34]. Due to all of these advantages, the 

AP algorithm has become an attractive clustering 

method and has been used in various domains. 

AP is a data-based clustering algorithm. In other 

words, it uses data to learn a set of centers such 

that the sum of squared errors between the data 

points and their nearest centers is small. The 

centers are selected from the actual data points, 

and are called ―exemplars.‖ This distinctive 

clustering algorithm does not require the number 

of clusters to be pre-determined like other 

clustering algorithms do; instead, it considers all 

data points as the potential exemplars and 

transmits two types of messages between them 

until it finds the optimal ones through continuous 

iteration. The clusters are gradually generated 

during the message-passing procedure. Two types 

of messages are responsibility and availability. 

The responsibility messages are sent from the data 

points to their candidate exemplars. A 

responsibility message contains information about 

how well the data point serves to that candidate 

exemplar. The availability messages are sent from 

the candidate exemplars to the data points. An 

availability message represents how appropriate 

the candidate exemplar is for that data point.  

This algorithm takes an input function of 

similarities, s(i, j), which reflects how well-suited 

the data point j is to be the exemplar of the data 

point i. AP aims to maximize the sum of 

similarities between the data points and their 

exemplars; therefore, an application requiring a 

minimization (e.g. Euclidean distance) should 

have a negative similarity function. There is a 

special parameter, s(i, i), which indicates how 

likely the relevant data point i is to be chosen as 

an exemplar. s( i, i ) is named as the i
th
 element 

preference pK. The data point with a larger pK 

value is more likely to be chosen as an exemplar 

[34, 40]. Using the result of the similarity 

function, the algorithm updates the responsibility 

and the availability values of a data point, as 

shown in (1-3). 
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In Equations 1 to 3, the self-responsibility, r(i, i), 

and the self-availability, a(i, i), both reflect the 

accumulated evidence that i is an exemplar. 

Finally, the exemplar of each node i is found as 

(4). 

 ),(),(maxarg jirjiaExemplar ji   (4) 
 

In (4), the exemplar for node i is defined to be the 

node with the maximum collective availability 

and responsibility for node i.  When a data point’s 

self-responsibility plus self-availability becomes 

positive, that data point becomes the exemplar 

[34]. 

The R package "apcluster" is available via CRAN—

The Comprehensive R Archive 

Network: http://cran.rproject.org/web/packages/apcluster. 

 

2.3. Firefly Algorithm 

Xin-She Yang introduced the Firefly algorithm in 

2008, which is inspired by the social behavior of 

fireflies [45]. It is a nature-inspired meta-

heuristics algorithm that can solve an NP-hard 

problem such as feature selection problem [46, 

47]. Fireflies produce flashes to attract other 

fireflies. There are three rules to formulate FA by 

idealizing some of the flashing characteristics of 

fireflies [36]: 

a) All fireflies are attracted to other fireflies 

regardless of their sex, which means that they are 

unisex. b) Fireflies have their own attractiveness, 

which is proportion to their brightness. Every two 

fireflies are attracted to a brighter one. A more 

brightness firefly means the less distance between 

two fireflies. The brightest firefly moves 

randomly. c) The fitness function appoints the 

brightness of each firefly. Three important 

strategies embedded in the firefly algorithm 

http://cran.rproject.org/web/packages/apcluster
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include distance, attractiveness, and movement, 

which come as what follow. 

 

2.3.1. Distance 

The distance of two fireflies i and j at positions Xi 

and Xj,     , can be determined in the Euclidean 

distance as (5) [45]: 

 




d

k

jiji kjki xxxxr

1

2
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where,      and      are the k
th
 component of the 

i
th
 and j

th
 firefly, respectively, and d is the total 

number of dimensions. 

 

2.3.2. Attractiveness 

Measuring the attractiveness function β(r) can 

perform any monotonically decreasing function 

such as (6). 
2

0
re    (6) 

 

where, r is the distance between two fireflies,    

is the attractiveness parameter, and   is the light 

absorption coefficient.  

 

2.3.3. Movement 

The movement of firefly i toward firefly j as the 

more attractive firefly is determined by formula 

(7). 
)5.0())()(()()()1(  randtxtxrtxtx jiii   (7) 

The first term is the current position of firefly i, 

the second one refers to attractiveness, and the 

third one is the randomized movement of the i
th
 

firefly within the search space with the 

randomized parameter  . Rand is a random 

number generator uniformly distributed in [0, 1] 

[35]. 

A Binary Firefly Algorithm (BFA) is used to 

solve discrete problems [48]. In this model, the 

position of each firefly is characterized by two 

values of 0 and 1 in each dimension. When firefly 

i moves in the direction of firefly j, the position of 

firefly i changes from the binary- to the real-

coded. Thus for converting the binary form, at 

first, the position of firefly i is mapped to 0 and 1 

interval using a sigmoid function as (8). 
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where,      is the k
th
 component of the i

th
 firefly 

and d is the dimension. Then the new position of 

firefly i is calculated by (9). 
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Rand is a random number in [0, 1]. 

2.4. Support Vector Machine (SVM) 

SVM was applied in this work as the classifier to 

classify the two groups of breast cancer patients 

(malignant and benign). SVM, first introduced by 

Vapnik [49], performs classification by 

constructing a hyperplane that optimally separates 

the data points into two categories. It has been 

recently proposed as a very effective method for 

regression, classification, and general pattern 

recognition [50]. It is considered a good classifier 

due to its high generalization performance without 

the need to add a priori knowledge, even when the 

dimension of the input space is very high. 

 

3. Proposed Combined Affinity Propagation-

Adaptive Modified Binary Firefly Algorithm 

(AP-AMBFA) 

The proposed AP-AMBFA has two phases: 

In the first phase, the Affinity Propagation (AP) 

clustering method and in the second one, AMBFA 

are implemented.  

We utilized AP clustering as instance reduction 

because data imperfection impairs classification 

accuracy and it can harm the classifier 

performance when a high amount of noise is 

present. The main idea of instance reduction by 

AP clustering is to eliminate clusters with only 

one instance. In fact, since the exemplar of these 

clusters isn't similar to each data point, they get in 

a separate cluster. After the data reduction phase, 

AMBFA is called to find the optimum subset of 

the feature that maximizes cost function (accuracy 

of SVM classifier). 

AMBFA consists of two parts: 

 modification of   step 

 modification of binary step 

They come in the following sub-sections. 

 

3.1.   step 

In standard BFA, the method of setting   step is 

static. It cannot really reflect the searching 

process. In general, it is useful for fireflies to 

explore a new search space with a large step but it 

is not helpful to the convergence of global 

optimum. If the step has a small value, the result 

is contrary. Therefore, step   has a great effect on 

the exploration and convergence of the algorithm. 

It would be beneficial to balance the ability of 

global exploration and local exploitation, and it 

should also be concerned with its current 

situation. For this reason, we designed an adaptive 

adjusting scheme of step   that can be controlled. 

In this paper, this parameter is modified according 

to (10) and (11), as shown as follow [35]: 

)()1()1( tt    (10) 
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where,   determines the step size when 

changing     . Note that this parameter 

decreases with increase in the generation counter 

t. This is given in figure 2. 

 
Figure 2. The status of   values in different generations. 

 

3.2. Binary step 

In order to make an improvement in BFA, another 

function is offered to utilize. It is called "tanh", 

which is described in (12) [36]. 
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where,      is the k
th
 component of the i

th
 firefly 

and d is the dimension. Then the new position of 

firefly i is calculated by (13). 
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Rand is a random number in [0, 1]. Both functions 

(sigmoid and tanh), scale the      value in the [0, 

1] range, as shown in figure 3. 
 

 
Figure 3. Mapping functions of      values. 

It has been shown that after performing the 

specified trails, performance of the tanh function 

on reaching a quality solution is fast in 

comparison with the sigmoid function. The 

pseudo-code of the proposed AP-AMBFA is 

illustrated in algorithm 1. 

Algorithm 1.  The Pseudo-code of AP-AMBFA. 

%%%AP clustering 

Begin 
WDBC dataset as input. 

 Initialize availabilities        to zero      . 
 while (the exemplars have not changed) 

Update using equation (1), all the responsibilities given the                   

availabilities. 
Update using equation (2), all the availabilities given the 

responsibilities.  

Combine availabilities and responsibilities to obtain the 
exemplar decisions. 

End while 

If  (Number of  data in clusters==1) 
Remove data on WDBC dataset(Reduced WDBC dataset) 

End If 

End 

%%%AMBFA 

Begin 
    Reduced WDBC dataset. 
  setting Binary Firefly Algorithm Parameters . 

    define the objective function       =accuracy of SVM. 

     randomly generate Initial population of binary Fireflies.          

while (t <Max_iteration) 

for  i=1:n  all n binary fireflies 
     for j=1:n  all n binary fireflies 

          if( (  )         

      move binary firefly i towards j and then move            
randomly by equation(7). 

             Else 

                 move firefly i randomly. 

              End if 

position of firefly i is mapped to 0 and 1 by equation(12). 

calculate brightness of firefly i by objective function. 

         Update best solution 

          End for j 

      End for i 

 Update step   by equation (10, 11). 

 End while 

maximum       is output, The Best firefly that makes 

maximum      . 
End 

 

4. Experimental results 

The proposed hybrid model was implemented in 

R and MATLAB software and on a computer 

using Intel core i7. The WDBC datasets, as 

discussed in Section 2.1, were used to illustrate 

the performance of the proposed method. To 

avoid feature values in greater numeric ranges 

from dominating those in smaller numeric ranges, 

the values for the features were normalized 

between 0 and 1 by (14). 

minmax

min
xx

xx
x




  (14) 

 

In (14), X is the value of feature, and      is the 

minimum and      is the maximum value for 

each feature.   

As mentioned earlier, firstly, AP clustering was 

carried out to determine the single member 

clusters and remove them to construct the reduced 
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dataset. Then this new reduced dataset was 

entered as the input of AMBFA to find the 

optimum subset of the feature that maximizes the 

accuracy of SVM classifier. In this algorithm, 

each firefly represents one subset of features to 

the breast cancer classification problem. 

Representation of each firefly is illustrated in 

figure 4. In this kind of representation, each 

element of array stands for a feature whether a 

feature is selected (1) or not (0).  

 

1 0 1 0 0 0 0 1

1 indicates selected features

0 indicates unselected features
 

Figure 4. Representation of a firefly. 
 

AMBFA searches in the space of this new dataset 

and sets its parameters to find the optimal 

property subset. It should be noted that the 

appropriateness of parameters is an important 

issue. Thus parameter settings of AMBFA are 

conducted based on the nature and complexity of 

the problem domain. The parameters for AMBFA 

were set as given in table 2. 

Finally, the algorithm will stop if it reaches a pre-

determined maximum iteration with the maximum 

classification accuracy. For calculation of the 

accuracy, the 10-fold cross-validation method was 

utilized. 
 

Table 2. Parameter setting of firefly algorithm. 

Value Parameters 

40 Population size 

1 light absorption coefficient γ  

2 Attractiveness     

0.2 mutation rate  α  

100 Maximum iteration 

 

In the following sub-sections, we provide the 

performance results of the techniques 

incorporated in the proposed knowledge-based 

system. 

 

4.1. Results of AP clustering 

By applying AP clustering on the normalized 

WDBC dataset in R software, 43 clusters 

emerged. The information for the 43 clusters 

comes in table 3. The numbers in boldface denote 

the clusters with only one instance that must be 

eliminated. In other words, these clusters contain 

a noisy instance. 

Pay attention to table 3; clusters number 1, 7, 10, 

12, 15, 16, 21, 22 and, 36 have only one instance 

that correspond to the instance numbers 4, 43, 69, 

79, 123, 153, 213, 214, and 462, respectively. In 

fact, these 9 instances were detected as noisy 

instances by AP, and were removed to create the 

reduced WDBC dataset. 
 

 

Table 3. Results of AP clustering on WDBC.  

No. of clusters No. of exemplars No. of instances in cluster  

1 4 1 

2 13 2 

3 15 8 

4 23 5 

5 24 9 

6 29 10 

7 43 1 

8 44 16 

9 65 10 

10 69 1 

11 75 40 

12 79 1 

13 105 22 

14 118 12 

15 123 1 

16 153 1 

17 168 19 

18 177 4 

19 178 9 

20 205 38 

21 213 1 

22 214 1 

23 272 30 

24 302 15 

25 318 22 

26 321 20 

27 341 18 

28 362 28 

29 394 10 

30 406 14 

31 417 7 

32 430 33 

33 434 27 

34 435 34 

35 453 16 

36 462 1 

37 474 4 

38 486 7 

39 488 18 

40 505 2 

41 515 19 

42 522 9 

43 549 23 
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4.2. Evaluation of proposed hybrid model 
In this section, the performance evaluation of the 

proposed hybrid model on the WDBC dataset is 

presented. Due to the random nature of heuristic 

algorithms, the average rate of accuracy in 10 

separate runs over 100 iterations is reported. Table 

4 shows comparisons between the results of our 

hybrid model and previous models. 

According to the results tabulated in this table, our 

hybrid model has the best classification accuracy 

compared with the other models reported in the 

literature in diagnosis of breast cancer on the 

WDBC dataset. 

 

Table 4. Comparison results between our hybrid model 

and previous models on WDBC dataset. 

 

Ref. Year 
Feature 

selection 

method 
Classifier Accuracy 

[27] 2008 Manifold SVM 97.3% 
[28] 2011 KP SVM 97.55% 
[28] 2011 RFE SVM 95.25% 
[28] 2011 FSV SVM 95.23% 
[28] 2011 Fisher SVM 94.70% 
[24] 2014 MCFS SVM 96.68% 
[24] 2014 FSFS SVM 94.41% 
[24] 2014 LSFS SVM 96.87% 

[29] 2014 
DEA & 
Entropy 

SVM 89.86% 

C.5 93.92% 

LR 95.95% 

[29] 2014 CFS 

SVM 87.84% 

C.5 92.75% 

LR 95.95% 

[29] 2014 Filtered 

SVM 87.84% 

C.5 91.22% 

LR 96.62% 

[31] 2016 
PSO-KDE SVM  98.45% 

GA-KDE SVM 98.45% 

[32] 2017 
Ensemble-

FSGA 
SVM 82.2% 

[33] 2018 WAUCE SVM 97.68% 
Our 

hybrid 

model 
2018 

AP-

AMBFA 
SVM 98.606% 

 

Additionally, the performance of the proposed 

method with/without both the AP and AMBFA 

methods was investigated based on the accuracy, 

precision, and recall measures. The results 

obtained are shown in table 5.   

Table 5. Comparison of the results of three measures for 

four different models. 
Model Accuracy Precision Recall 

AP- AMBFA 98.606 95.11 97.32 

AMBFA 98.21 95.03 97.2 

AP- BFA 98.54 94.24 97.15 

BFA 98.17 94.55 96.93 

 

Table 5 shows the classification accuracy, 

precision, and recall rates in 10-fold cross-

validation schemes for 100 (random) repetitions. 

The classification accuracy rates for BFA, AP-

BFA, and AMBFA were measured to be 98.17%, 

98.54%, and 98.21%, respectively. The proposed 

hybrid model surpassed all of them by a slight 

difference, achieving a rate of 98.606%. Also the 

AP-AMBFA model surpassed the BFA, AP-BFA, 

and AMBFA models in terms of precision and 

recall rate.  

We also provided the precision-recall (PR) curves 

as a useful tool to represent the superiority of the 

AP-AMBFA model on the other models. The 

corresponding PR curves for the four models AP-

AMBFA, BFA, AP-BFA and AMBFA are shown 

in figure 5. For each model, we reported the PR 

curves based on ten independent replications of 

each algorithm. 

It can be seen again in figure 5 that the presented 

AP-AMBFA model outperforms the BFA, AP-

BFA, and AMBFA models. 
 

 
Figure 5. PR curves for four different models. 

 

5. Conclusion and future work 

The main goal of this article is to introduce an 

efficient prediction model to aid physicians for 

diagnosis of breast cancer. Thus in this work, a 

new hybrid model of AP clustering method and 

AMBFA was presented and successfully applied 

to the classification of breast cancer on the 

WDBC dataset. According to the experimental 

results, the proposed hybrid model can improve 

the accuracy to 98.606%. These results are very 

promising compared to the previously reported 

classification techniques and the three models 

BFA, AP-BFA, and AMBFA for mining breast 

cancer data.  

Furthermore, the advantage of using the AP 

clustering method is to eliminate the noisy 

instance that can prevent decrease in the accuracy 

rate. Besides, AMBFA can improve the 

constraints of binary firefly algorithm based on 

making a balance between the abilities of global 

and local searches and also reaching the most 
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qualified and fast solutions. Due to the 

modifications on the original BFA and combined 

with the AP clustering, the accuracy, precision, 

and recall measures were improved. The high 

classification accuracy from our proposed 

algorithm can be used as the reference for 

decision-making in a hospital and the researchers. 

In the future, the main aim is to propose a multi-

objective method for a feature selection problem, 

and also it is recommended to combine feature 

selection with feature construction using other ML 

algorithms. 
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 نشریه هوش مصنوعی و داده کاوی

 

 

 

-خوشه هایالگوریتم از ترکیبی با پستان سرطان تشخیص برای دانش بر جدید مبتنی سیستم ارائه یک

 تابو کرم شبانتشار وابستگی بندی 

 

  ،2آیلین پاکزاد و *1سیبه امامین

  .ایران، بجنورد، کوثر بجنورددانشگاه ، علوم کامپیوترگروه  1

  .ایران، بجنورد، دانشگاه کوثر بجنورد، مهندسی صنایعگروه  2

 21/40/1421 پذیرش؛ 21/40/1421 بازنگری؛ 40/21/1422 ارسال

 چکیده:

کاوی ابزاری ارزشمنند در دادههای های خبره مبتنی بر تکنیکاست. سیستمترین نوع سرطان در سراسر جهان تبدیل شدهسرطان پستان در زنان به رایج

-تکنیمک ترکیم  شامل. این مقاله رویکرد جدیدی موثر باشندگیری در تصنیمجهت کنک پزشکان برای توانند باشند و میتشخیص سرطان پستان می

باشمد. در فماز شامل دو فاز می، AP-AMBFA ،مدل ارائه شده .کندارائه می پستان تومورهای بودن خیم و بدخیمخوش تشخیصبرای   کاویهای داده

کنمد. در فماز  ذفتواند رکوردهای پرت را شناسایی ننوده و حکه می ؛عنوان تکنیک کاهش رکورد استفاده شد بندی انتشار وابستگی بهاول، روش خوشه

بینمی پمیشموثر در  ته جهت انتخاب متغیرهاییاف تاب باینری تطبیقی تغییربندی اجرا شد. الگوریتم کرم ش انتخاب ویژگی و دستههای الگوریتمدوم، 

تواند پیچیدگی محاسباتی را کماهش داده و سمرعت بند استفاده گردید. مدل پیشنهادی میمتغیر هدف و تکنیک ماشین بردار پشتیبان به عنوان کلاسه

-. نمر  حمحت کملا دهدمی ارائهرا  تریدقیقنی بی، پیشWDBCهای سرطان پستان پردازش اطلاعات را افزایش دهد. نتایج تجربی در مجنوعه داده

باشمد. از ایمن رو ، بماتتر ممیWDBCبندی اجرا شده بر روی مجنوعمه داده های کلا در مقایسه با سایر روشاست؛ که  به دست آمده %040/81 بندی

 تر سرطان پستان کنک خواهد کرد.این روش پزشکان را در تشخیص دقیق

 .تاب باینری، ماشین بردار پشتیبانش بندی انتشار وابستگی، انتخاب ویژگی، الگوریتم کرمخوشه سرطان پستان، :کلمات کلیدی

 


