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Abstract 
This paper presents a comprehensive review of the studies conducted in the application of data mining 

techniques focus on credit scoring from 2000 to 2012. Yet, there isn‟t adequate literature reviews in the field 

of data mining applications in credit scoring. Using a novel research approach, this paper investigates 

academic and systematic literature review and includes all of the journals in the Science direct online journal 

database. The studies are categorized and classified into enterprise, individual and small and midsized (SME) 

companies credit scoring. Data mining techniques are also categorized to single classifier, Hybrid methods 

and Ensembles. Variable selection methods are also investigated separately because there is a major issue in 

a credit scoring problem. The findings of this literature review reveals that data mining techniques are mostly 

applied to an individual credit score and there is inadequate research on enterprise and SME credit scoring. 

Also ensemble methods, support vector machines and neural network methods are the most favorite 

techniques used recently. Hybrid methods are investigated in four categories and two of the frequently used 

combinations are “classification and classification” and “clustering and classification”. This review of 

literature analysis provides scope for future research and concludes with some helpful suggestions for further 

research. 
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1. Introduction 
Credit scoring consists of the assessment of risk 

associated with lending to an organization or a 

consumer (an individual). There are so many 

papers used intelligent and statistical techniques 

since the 1930s. In that decade, numerical score 

cards were first introduced by mail-order 

companies [1]. It seems that since then, although 

statistical techniques are used in some papers 

especially in hybrid techniques which mainly 

combine different techniques strengths to 

overcome their weaknesses, the usage of data 

mining techniques in the area of research has 

increased and become the dominant area in the 

field.  

When assessing the credit, according to the 

context we can roughly summarize the different 

kind of scoring as follows [2]: 

 Application (credit) scoring: It refers to the 

assessment of the credit worthiness for new 

applicants. It quantifies the default, associated 

with credit requests, by questions in the 

application form, e.g., present salary, number 

of dependents, and time at current address. 

Usually, a credit score is a number that 

quantifies the creditworthiness of a person; 

 Behavioral scoring: It involves principles 

that are similar to application scoring, with 

the difference that it refers to existing 

customers. In fact, the decision about that how 

the lender has to deal with the borrower is in 

this area. Behavioral scoring models use 

customer‟s historical data, e.g., account 

activity, account balance, frequency about 
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past due, and age of account to predict the 

time to default; 

 Collection scoring: It is used to divide 

customers with different levels of insolvency 

into groups, separating those who require 

more decisive actions from those who don‟t 

need to be attended to immediately. These 

models are distinguished according to the 

degree of delinquency (early, middle, late 

recovery) and allow a better management of 

delinquent customers, from the first signs of 

delinquency (30–60 days) to subsequent 

phases and debt write-off;  

 Fraud detection: fraud scoring models rank 

the applicants according to the relative 

likelihood that an application may be 

fraudulent. 

This paper investigates credit scoring problems 

used data mining techniques. Over the past few 

years, a number of review articles have appeared 

in different publications. Hand and Henely 

reviewed several statistical classification models 

in consumer credit scoring [3]. They concluded 

that there is not a best method for scoring and 

selecting the best method depends on parameters 

like data structure, and the variables used other 

contextual characteristics. They concluded that 

when the data is not structured, it's better to use 

flexible intelligent methods like neural networks. 

Thomas surveys the statistical and operational 

research techniques used to support credit and 

behavioral scoring decisions. He also discusses 

the need for Profit scoring, in terms of the profit, a 

consumer will bring to the lending organization. 

He explained that Profit scoring would allow 

organizations to have a tool that is more aligned to 

their objective of profitability than the present 

tools to measure customer's delinquency. The 

paper concludes that developing more quality 

information systems credit and behavioral scoring 

area are going to have more studies in new areas 

like profit scoring [4].  

Kamleitner and Kirchlerpresent a conceptual 

process model, and stress the character of credit 

use, and review credit  literature with regard to the 

three major parts of the consumer credit process, 

which are processes before, processes at, and 

processes after credit takes up [5]. They conclude 

their study with nine findings and two major gaps 

about credit process. 

Abdou and Pointon reviewed articles based on 

credit scoring applications in various areas 

especially in finance and banking based on 

statistical techniques [6]. Their study also include 

some of data mining techniques, and comparison 

of different techniques accuracy for different UCI 

datasets, they conclude that there is no overall 

best statistical technique in building scoring 

models. 

This paper is an up to date review, which is 

defined in the new area and has new objectives. 

First, it is to develop a framework for classifying 

data mining application in the credit scoring and 

provides a comprehensive review of new articles 

in the area based on the framework. Second, it is 

to provide a guideline for new researchers and 

practitioners in credit scoring area especially for 

those who want to use data mining techniques. 

Third, it is to investigate the pre-process and 

especially variable selection techniques used in 

the area. 

The rest of the paper is organized as follows: 

Section 2 presents review methodology, section 3 

gives the classified articles based on section 2 

methodology, in section 4 the discussions are 

represented and the important insights of the 

research is analyzed and bolded. Section 5 

concludes the research and future directions in the 

field are suggested. 

2. Methodological framework 
As there are many previous works in the area of 

credit scoring, the literature review was based on 

the descriptor, “credit scoring". Full text of 

articles reviewed and the ones that were not 

actually related to the data mining techniques are 

excluded. Other selection criteria are as follows: 

 Only Science direct online journal 

database were used; 

 Only those articles that were in published 

journals and used the data mining 

techniques are included; 

 Masters and doctorial theses, conference 

papers, working papers and internal 

reports, text books are excluded from the 

review mainly because academics prefer 

journals to acquire and disseminate 

information. 

Figure 1 shows the methodological framework of 

the research. 

The primary databases have about 110 articles and 

with further investigations and refining the results 

44 articles were remained and other 66 articles 

were eliminated because they were not related to 

the application of data mining techniques in credit 

scoring. Each of the 44remaining articles was 

studied and reviewed carefully and classified in 5 

tables according to their type of study. 
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3. Classification method 
In this section, a graphical conceptual framework 

shown in Figure 2 is used for classifying credit 

scoring and data mining techniques. The 

conceptual framework is designed by literature 

review of current researches and books in credit 

scoring area [1]. As shown in Figure 2, the given 

framework consists of two levels. The first level 

includes three types of credit scoring problem 

comprising Enterprise credit score, individual's 

credit score and small and midsized credit score.  

(i) Individual (consumer) credit score: The 

individual credit score, scores people 

credit using variables like applicant age, 

marital status, income and some other 

variables and can include credit bureau 

variables. 

 

 
Figure 1. Methodological framework of research 

 
(i) Enterprise credit score: using audited 

financial accounts variables and other 

internal or external, industrial or credit 

bureau variables, the enterprise score is 

extracted. 

(ii) SME credit score: For SME and 

especially small companies financial 

accounts are not reliable and it's up to the 

owner to withdraw or retain cash, there 

are also other issues, for example small 

companies are affected by their partners 

and their bad/good financial status affects 

them, so monitoring the SMEs 

counterparts is another way of scoring 

them [1]. As a matter of fact, small 

businesses have a major share of the 

world economy and their share is 

growing, so SME scoring is a major issue 

which is investigated in this paper. 

Although some differences can be found 

for scoring of export guarantees, EXIM 

banks and other  
 

 
Figure 2. Classification framework for intelligent 

techniques in credit scoring 

institutions which have not the profit as their main 

goal, they are excluded because of their low 

literature [1]. 

The second layer, comprised from three types of 

solutions and variable selection, they are 

presented below.  

 Variable selection: Selecting appropriate and 

more predictive variables is fundamental for 

credit scoring [7]. Variable selection is the 

process of selecting the best predictive subset 

of variables from the original set of variables 

in a dataset [8]. There are many different 

methods for selecting variables include 

Stepwise regression, Factor analysis, and 

partial least square. 

 Single classifier: Credit scoring is a 

classification problem and mainly classified 

applicant to good or bad. There are many data 

mining techniques for classification including 

support vector machine, and decision tree.  

 Hybrid approaches:  

The main idea behind the hybrid approaches 

is that different methods have different 

strengths and weaknesses. This notion makes 

sense when the methods can be combined in 

some extent. This combination covers the 

weaknesses of the others. There are four 

different hybrid methods [9]. 

- Classification + Clustering 

Clustering is an unsupervised learning 

technique and it cannot distinguish data 

accurately like supervised techniques. 

Therefore, a classifier can be trained first, 

and its output is used as the input for the 

cluster to improve the clustering results. 
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In the case of credit scoring, one can 

cluster good applicants in different 

groups. 

- Clustering + Classification 

In this approach, clustering technique is 

done first in order to detect and filter 

outlier. Then the remained data, which are 

not filtered, are used to train the classifier 

in order to probably improve the 

classification result. 

- Classification + Classification 

In this approach, the aim of the first 

classifier is to „pre-process‟ the data set 

for data reduction. That is, the correctly 

classified data by the first classifier are 

collected and used to train the second 

classifier. It is assumed that for a new 

testing set, the second classifier could 

provide better classification results than 

single classifiers trained by the original 

dataset [9]. 

- Clustering + Clustering 

For the combination of two clustering 

techniques, the first cluster is also used 

for data reduction. The correctly clustered 

data by the first cluster are used to train 

the second cluster. Finally, for a new 

testing set, it is assumed that the second 

cluster could provide better results. 

 Ensemble approaches: 

Ensemble methods aggregate the predictions 

made by multiple classifiers to improve the 

overall accuracy. They construct a set of 

classifiers from the training data and predict the 

classes of test samples by combining the 

predictions of these classifiers [10]. There are 

several types of Ensembles include bagging and 

boosting. 
 

Table 1. Distribution of articles according to the proposed classification model 

Credit 

scoring 

categories 

Data mining 

application 

class 

Data mining techniques Prescreening/Variable selection References 

Enterprises Ensemble 

NN cross validation, bagging, and boosting Ensemble strategies 

compared with multilayer perceptron neural network 

- [11] 

Bagging, Boosting (adaboost), staking  ensembles based on Logistic 

Regression, Decision Tree, Artificial Neural Network and Support 

Vector Machine compared with each other 

- [12] 

Subagging compared with 5 other methods  Manually based on strong correlation [13] 

Individuals 
Single 

classification 

Genetic programming compared with weight of evidence and Probit 

analysis 

- 
[14] 

Back-propagation artificial neural network compared with logistic 

regression 

genetic algorithm and principle 

component analysisfor variable 

selection 

[15] 

Neural networks(multilayer perceptron, mixture-of-experts, radial 

basis function, learning vector quantization, and fuzzy adaptive 

resonance) compared to linear discriminate analysis, logistic 

regression, k nearest neighbor, kernel density estimation, and decision 

trees 

- [16] 

Probabilistic neural nets and multi-layer feed-forward nets are 

compared with conventional techniques (discriminant analysis, probit 

analysis and logistic regression) 

- [17] 

Rule base - [18] 

Expert system compared with 73 techniques include intelligent and 

statistical  
- [19] 

Multi-Layer Perceptrons compared with other 14 methods 

principal component analysis (PCA) 

and different treatment methods of 

experiences 

[20] 

Artificial neural network (RBF) compared with SVM and logistic 

regression 

New feature selection based on rough 

set and tabu search 
[21] 

Two evolutionary  rule learners compared with neuro fuzzy classifier, 

Fisher discriminant analysis, Bayes‟ classification rule, Artificial 

neural networks, C4.5 decision trees 

- [22] 

Two staged MARS and NN hybrid compared with discriminant 

analysis, logistic regression, artificial neural networks and MARS 

multivariate adaptive regression 

splines (MARS) 
[23] 

SVM compared with neural networks, genetic programming, and 

decision tree classifiers 

Genetic algorithm 
[24] 

SVM compared with Multilayer Perceptrons (MLP) 
No variable selection/include data 

encoding and discritization 
[25] 

Genetic programming compared with ANN, decision trees, rough 

sets, and logistic regression. 

No variable selection/ include 

discritization 
[26] 

SVM(RBF Kernel , KGPF Kernel) compare with logistic regression - [27] 

SVM compare with logistic regression, discriminant analysis and k-

Nearest neighbors 
Feature selection by SVM [28] 

Three link analysis algorithms compared with traditional SVM SVM prescreening [29] 

Clustering-launched classification(CLC) compared with SVM , SVM 

+GA 
- [30] 

SVM grid search compared with CART and MARS CART and MARS [31] 

Different feature selection for SVM compare with original SVM 
discriminate analysis, decision tree, 

Roughs set and Fscore 
[32] 
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Credit 

scoring 

categories 

Data mining 

application 

class 

Data mining techniques Prescreening/Variable selection References 

Random subspace method compared with Bagging, Class Switching, 

Rotation Forest and stand-alone classifiers 
- [33] 

CART and MARS compared with discriminant analysis, logistic 

regression, neural networks, and support vector machine  
- [34] 

rule extraction techniques for SVM compared with Trepan, G-REX 

and three other methods 
- [35] 

Genetic algorithm compared with logistic and linear regression 

pre-process categorical and 

continuous variables to code them as 

a set of dummy variables 

[36] 

using grid search to optimize RBF kernel parameters of SVM 

compared with linear discriminant analysis, logistic regression and 

neural networks 

neighborhood rough set compared 

with t_Test, Correlations, Stepwise, 

CART, MARS, Pawlak‟s rough set 

[37] 

Support vector machine with variable selection compared with 

genetic programming, neural network, SVM based genetic algorithm 
F score [38] 

Radial bases function with feature selection compared with J48 and 

logistic regression 
based on rough set and scatter search [39] 

Decision tree chi-square automatic interaction detector (CHAID), 

compared with logistic regression and weight of evidence and 

scorecard 

Manual data preprocessing and 

cleaning 
[40] 

Random forest and gradient boosting compared with 8 other methods - [41] 

Multi layer perceptron and Classification and regression trees 

compared with discriminant analysis and logistic regression 

categorizing the data using dummy 

variables 
[42] 

Classification + 

Classification 

Back propagation neural networks combined with discriminant 

analysis  

Discriminant analysis also works as a 

variable selection 
[43] 

Hybrid neural networks (NNs) and genetic algorithms compared with 

discriminant analysis and CART 
- [44] 

Two-stage genetic programming compared with other 6 methods - [45] 

ANN and case based reasoning(CBR) compared with discriminant 

analysis, Logistic regression, CART and ANN 
MARS [46] 

Clustering + 

Classification 

Self organizing map and k-means for clustering and neural network 

for classification 
- 

[47] 

Self organizing map and fuzzy k-nn rule compare with fuzzy rule 

base 
- 

[48] 

Ensemble 

Three layer back-propagation neural network single classifier 

compared with multiple classifier 
- [49] 

Vertical bagging decision trees model(VBDTM) compared with other 

10 methods 
Rough set [50] 

Least squares support vector machines (LSSVM) compared with 19 

other individual classification models 
- [51] 

Hybrid clustering using Two-step and k-means, Ensembles and 

association rules 

Discretization of continuous values 

with Optimal associate binning and 

Rank important features with Pearson 

chi-square test) 

[52] 

Two-bagged and the three-bagged based on decision tree compared 

with different bagging based on logistic regression 
- [53] 

Random subspace(RS)-Bagging decision tree(DT) and Bagging-RS 

DT compared with single DT and four other methods 
- [54] 

SME Single 

classification 

Classification and Regression Tree (CART)  compared with 5 

different variables selected 

- [55] 

 

4. Analysis of credit scoring research based 

on Classification method 
This paper provides a new review of literature on 

the application of data mining in credit scoring 

based on Figure 2. The distribution of 44 articles 

was classified by using the proposed classification 

method shown in Tables 1-5. The following 

subsections present analysis of data mining 

techniques in credit scoring. 

4.1. Distribution of articles by data mining 

application classes 
The 44 classified articles and their techniques are 

analyzed and shown in Table 1. All articles were 

read carefully and categorized based on the type 

of credit and type of the main data mining 

techniques. Also other Techniques which are used 

as the benchmark are mentioned obviously and 

separated using “compared with” statement. Any  

 

preprocessing or especially variable selection 

techniques in each article are extracted and 

determined in Penultimate column. Some articles 

include both enterprise and individual credit 

scoring, They are categorized in enterprise level 

because they have mainly used datasets which 

haven‟t seen in previous works, and have more 

contributions to the knowledge in the field [11]. 

There are no articles in some categories for 

example in Enterprise credit scoring using hybrid 

methods, so no room was specified in this regard. 

It can be seen that the most of the publications 

were in the individual‟s credit scoring with 40 

articles (91%). After that, Enterprise credit 

scoring had the second step (3 with 7%) and SME 

credit scoring had the third step (1 with 2%). 

About 22 articles (50%) used a preprocessing 

method and 17 articles (39%) use variables 

selection methods some of them manually and 
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others with known techniques. It is clear that data 

preprocessing and variable selection is used credit 

scoring research especially for those who used 

datasets other than UCI benchmark datasets. 

 4.2. Articles by their main contribution 

Table 2 comprises a complete list of the 44 

articles in the review; the "main idea" column of 

the table shows the main idea and objective of 

each research. 

Table 2. Distribution of articles by their main 

contribution 

Ref # MAIN IDEA 

[11] 
Ensembles of NN predictors provide more accurate 
generalization than a single model. 

[12] 

Comparative assessment of the performance of three 

popular ensemble methods (Bagging, Boosting, and 

Stacking). 

[13] 

The main objective is to build and validate robust models 

able to handle missing information, class unbalancedness 

and non-iid data points. 

[14] 
Investigate the ability of GP in the analysis of credit 

scoring models in Egyptian public sector banks. 

[15] 
Using a new method for variable selection because of high 
correlation between them and evaluating the results using 

ANN on the newly introduced data. 

[16] 
Comparing different neural networks versus traditional 

commercial techniques. 

[17] 
To investigate the ability of neural nets and conventional 

techniques in evaluating credit risk in Egyptian banks. 

[18] 

Giving a complementary view of redundancy in rule bases 

based on the contribution of individual rules to the overall 
system‟s accuracy. 

[19] 

Machine learning methods haven‟t any statistically 

significant advantage over the expert system‟s accuracy 
when problems were treated as a classification. 

[20] 

Solving the problem of imbalanced class distributionscan 

lead the algorithms to learn overly complex models and can 

over fit the data. 

[21] 
A new feature selection based on rough set and tabu search 

has been proposed. 

[22] Proposing two evolutionary fuzzy rule learners. 

[23] 
Introducing a new two-stage hybrid modeling procedure 
using MSRS and NN. 

[24] 
Increase SVM accuracy by hybrid method and feature 

reduction. 

[25] 
To develop a useful visual decision-support tool Using 
SVM. 

[26] 

Proposing genetic programming as a more sophisticated 

model to significantly improving the accuracy of the credit 
scoring. 

[27] 
To present a novel and practical adaptive scoring system 

based on incremental kernel methods. 

[28] 
To show that support vector machines are competitive 
against traditional methods on a large credit card database. 

[29] 

Three link analysis algorithms based on preprocess of 

support vector machine proposed to estimate an applicant‟s 

credit. 

[30] 
Using a new classifier named clustering-launched 

classification (CLC) for credit scoring. 

[31] 
To show that hybrid SVM has better capability of capturing 

nonlinear relationship among variables. 

[32] Using different feature selection methods for SVM. 

[33] 
„„Random Subspace” method outperforms the other 

ensemble methods tested in the paper. 

[34] 
Explore the performance of credit scoring using two 
commonly discussed data mining techniques CART and 

MARS. 

Ref # MAIN IDEA 

[35] Extracting rules from SVM to overcome its complexity. 

[36] 
Seeks to determine the impact of in correct problem 
specification on performance that results from having 

different objectives for model construction and assessment. 

[37] 
To constructs a hybrid SVM-based credit scoring models to 
evaluate the applicant‟s credit score. 

[38] 

A new strategy to reduce the computational time for credit 

scoring using SVM incorporated with F score for feature 

reduction. 

[39] 
A novel approach, called RSFS, to feature selection based 

on rough set and scatter search is proposed. 

[40] 
Constructions of credit scoring model based on data mining 

technique and compare it to a scorecard. 

[41] 
Compare several techniques that can be used in the analysis 

of imbalanced credit scoring data sets. 

[42] 
To make a practical contribution in instance sampling to 

model building on credit scoring datasets. 

[43] 
Using NN and discriminant analysis Hybrid models to 

improve the performance. 

[44] 

Using GA-based inverse classification to conditional 

acceptance of rejected customers classified sooner with 
NN. 

[45] 

An improvement in accuracy might translate into 

significant savings, so a more sophisticated model based on 
Two-stage genetic programming is introduced. 

[46] 
Introduce a reassigning credit scoring model (RCSM) 

involving two stages to decrease the Type I error. 

[47] 
Presents a hybrid mining approach in the design of an 
effective credit scoring model based on clustering and 

neural network. 

[48] 
Introduce a „„soft‟‟ classifier to produce a measure of 
support for the decision that provides the analyst with a 

greater insight. 

[49] 
Comparing classifier NN ensembles versus single NN 

classifiers and best single classifier. 

[50] 
A novel credit-scoring model called vertical bagging 

decision trees model (abbreviated to VBDTM) is proposed. 

[51] 
Several ensemble models based on least squares support 

vector machines (LSSVM) are used to reduce bias. 

[52] 

Introducing the concept of class-wise classification as a 

preprocessing step in order to obtain an efficient ensemble 

classifier. 

[53] 
A new bagging-type variant procedure called poly-bagging 
is proposed. 

[54] 

Random subspace (RS)-Bagging decision tree (DT) and 

Bagging-RS DT, to reduce the influences of the noise data 
and redundant attributes. 

[55] 
A decision tree-based technology credit scoring introduced 

for start-ups and SMEs. 
 

4.3. Distribution of articles by data mining 

techniques 
Table 3 shows the distribution of articles by the 

main data mining techniques used in different 

credit scoring domains and benchmark techniques 

used for comparison are excluded. The variable 

selection techniques are also included in Table3 

[32]. Some articles used data mining techniques 

other than the main issue of classification or 

clustering in credit scoring, for example [14] 

Kohnenused map for analysis of the overall 

sample and tested sub-sample. These techniques 

used for issues other than classification are 

excluded because they are not concerned with the 

main objective of the review. In some articles, 

different types of techniques are used and 
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discussed all of those different types add a single 

value to the number of technique used [16,17]. 

Some articles use meta-heuristics or search 

algorithms to find or tune data mining algorithms 

parameters. For example, an article used grid 

search to optimize model parameters, and these 

algorithms are also included [31]. Ensembles 

mainly used one (with different parameter 

settings) or more classification techniques, and in 

these situations, the data mining technique is 

reported only in ensemble raw and techniques 

behind and the ensembles are not reported and 

computed [12]. 

The analysis shown that 23 different techniques 

are used 79 times and artificial neural networks 

are mostly used and ranked first (12 with 15.2%). 

Following techniques are Ensemble methods with 

11articles (14%) and support vector machines 

with 9 articles (11.4%).  

Because of robustness, transparency needs and 

also regulators on the credit scoring in some 

countries do the auditing process. Banks cannot 

use many of above mentioned methods [56].By 

using rule bases, decision trees banks can easily 

interpret the results and explore the rejecting 

reasons to the applicant and regulatory auditors. 

Therefore rule based techniques, and other types 

of decision tree methods are used in 14 articles 

(17.7%). This shows that these types of 

techniques are also one of the favorite techniques 

in credit scoring problems.17 articles used 

different variable selection techniques, among 

them rough sets are the most favorite 5 articles 

(29.4%) used, and are followed by MARS from 

which 4 articles  (23.5%) used. 

A brief description of the three most used 

techniques are as follows: 

Neural networks: Artificial Neural Networks 

(ANNs) are non-linear techniques that imitate the 

human brains functionality. They are used broadly 

in classification, clustering and optimization 

problems[10]. ANNs are able to recognize the 

complex and non-linear patterns between input 

and output variables in credit scoring which then 

predict the creditworthiness of a new applicant. 

They can also use for clustering applicants. 

Support vector machines: SVM is the state-of-

the-art technology based on statistical learning, it 

is designed for binary classification and aims to 

develop an optimal hyper plain in way that 

maximizes the margins of separation between the 

negative and positive data sets [57]. Because in 

many cases, the used datasets are linearly non-

separable, and a non-linear transformation of the 

data set into a higher dimensional space in 

done[10]. In the case of credit scoring, SVM is 

used to classify the applicants usually based on 

non-linear input variables. 

Ensemble methods: 

Ensemble methods combines the predictions of 

different classifiers [10]. An ensemble method can 

use a unique classifier with different parameters 

tuned or different classifiers combined. There are 

several types of Ensembles include bagging, 

boosting, random forests. In the case of credit 

scoring, different classifiers classify an applicant 

and using a voting mechanism the final decision is 

kept for an applicant. 

4.4. Distribution of articles by journal 

Table 5 shows distribution of articles by journal. 

Articles related to credit scoring publications are 

from 10 different journals. Most of the 

publications are dedicated to the “Expert system 

with applications” journal (32 with 

72.7%).European Journal of Operational Research 

and Computers and Operations Research are 

followed (6 with 13.5%totally). 

5. Conclusion and future directions 
Application of data mining techniques is an 

emerging and growing trend in credit scoring. 

This paper gathered and analyzed 44 articles, 

which applied data mining techniques to credit 

scoring between 2000 and 2012.  The aim of this 

paper is to develop a framework for classifying 

data mining application in the credit scoring, and 

provides a guideline for new researchers. 

Practitioners in credit scoring area especially for 

those who want to use data mining techniques 

lastly investigate preprocesses and especially 

variable selection technique which is used in the 

area. The findings of the paper are: 

 

 Individuals (consumer) credit scoring has 

dedicated the most articles from three area 

of credit scoring research. 

 Only one article from Korea focused on 

SME credit scoring and the reason is that 

Korean government valued a knowledge-

based economy. 

 Although there are few literature on SME 

credit scoring, research on the application 

of data mining in credit scoring will 

increase significantly in future in the area 

of small and midsized companies as they 

are the companies of future which are 

more knowledge based.  
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 The majority of articles especially those 

who built their models based on real non 

UCI datasets used variable selection in 

their model building process.  

 Decision trees, rule based classifiers, 

expert system and any other rule 

extraction techniques from different data 

mining techniques are welcomed to the 

credit scoring and banking industry 

because of their explicit conditions in 

accepting/rejecting applicants, and that 

they are easily understandable by business 

people compared to other techniques. 

 Policy making and evaluating in credit 

scoring in banks are mainly done with 

using rules, so the reason is of the 

importance of new ways through effective 

rule design and implementation in credit 

industry. 

 “Classification + Clustering” methods are 

a type of hybrid methods which is not 

used in reviewed articles but it can 

identify and extracts potential good and 

bad applicants groups. Identifying good 

customer groups helps banks and 

financial institutes know their customers 

better and plan their marketing strategies 

based on different customer clusters. 

 With respect to the world financial crises, 

SMEs are financially weak and easily 

affected and are bankrupted by 

fluctuations. Papers focusing on 

extracting and financially clustering self 

sufficient silos of business groups are 

welcomed in the industry to prevent 

defaults domino effect. This issue applies 

other data mining techniques in the area 

of creditworthy business social networks. 

 With respect to the research findings, 

some key papers focused on the area of 

profit scoring is suggested that profit 

concept versus default concept developed 

more financial gains for banks. 

 In the field of credit scoring, imbalanced 

data sets frequently occur as the number 

of non-worthy applicants is usually much 

lower than the number of worthy. Some 

Academics and practitioners reported that 

non-worthy applicants are usually ten 

times lower than worthy applicants. So 

sampling issues on real world credit 

datasets focused on field of work in the 

area of credit scoring and there are few 

researches in the area. 

Table 3. Statistics of articles on credit Scoring and data 

mining techniques. 

NO. Interpretation 

Individual  

credit 

scoring 

Enterprise 

credit 

scoring 

SME 

 credit 

scoring 

Total 

1 Artificial 

neural 

networks 

12   12 

2 Ensembles 8 3  11 

3 Support vector 

machine 

9   9 

4 Genetic 

Algorithm 

5   5 

5 rule based 

(Fuzzy/non 

Fuzzy) 

5   5 

6 Rough set 

theory 

5   5 

7 
Classification 
and regression 

trees 

3  1 4 

8 multivariate 

adaptive 

regression 

splines 

4 

  4 

9 Genetic 

programming 

3   3 

10 Grid search 3   3 

11 Decision Tree 2   2 

12 Discriminant 

analysis 

2   2 

13 F score 2   2 

14 k-means 2   2 

15 Principle 

component 

analysis 

2   2 

16 K nearest 

neighbor 

1   1 

17 Expert system 1   1 

18 clustering-

launched 
classification  

1   1 

19 Tabu search 1   1 

20 Case-based 

reasoning 

1   1 

21 Two-step 

clustering 

1   1 

22 Scatter search 1   1 

23 Chi-square 

automatic 

interaction 

detector  

1   1 

Total 75 3 1 79 
 

Table 4. Distribution of articles by journal title. 

Journal title Number Percentage 

(%) 

Expert Systems with Applications 32 72.7 

European Journal of Operational 
Research 

4 9 

Computers & Operations Research 2 4.5 

Nonlinear Analysis: Real World 

Applications 

1 2.2 

Applied Mathematics and 

Computation 

1 2.2 

Procedia Computer Science 1 2.2 

Advanced Engineering 
Informatics 

1 2.2 

Computational Statistics & Data 

Analysis 

1 2.2 

Knowledge-Based Systems 1 2.2 

International Journal of 
Forecasting 

1 2.2 

Total 44 100 
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 There are so many validation and test 

methods in the area and accuracy rate, 

Type I and II errors, Areas under ROC 

curve are mostly used in the research. 

These methods are mainly done on “in 

sample” and “out of sample” records of 

applicants and “Out of time” and back 

testing issues are ignored in the reviewed 

articles. It‟s another area but it mainly 

needs the records of applicant‟s statues at 

least more than three years. 

 The area of collection scoring is rather 

new in academic publications although 

there are so much research and software 

products in the outside market. 

 One of the main reasons for limited 

research in other areas of credit scoring, 

which includes behavioral scoring, 

collection scoring, and profit scoring is 

the lack of appropriate data. So, bridging 

the gap between academics and 

Practitioners is of interest. This gap helps 

practitioners to use data mining 

techniques better and easier in their 

works. Establishing benchmark databases 

like UCI credit databases in other areas of 

credit research help to develop data 

mining applications in credit industry 

research. 

This study has some limitations. First, it is limited 

to the science direct online database and there is a 

wild variety of online databases. Second, the 

articles are selected with “credit scoring” keyword 

and articles that used data mining techniques are 

selected based on reading articles one by one. 

Finally, articles which noted above on credit 

scoring don‟t use the keywords which are not 

included. 
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