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Abstract 

Telecommunication companies use data mining techniques to maintain good relationships with their existing 

customers, attract new customers, and identify profitable/unprofitable customers. Clustering leads to a better 

understanding of customers and its results can be used for definition and decision-making for promotional 

schemes. In this research work, we use the 999-customer purchase records in the South Khorasan 

Telecommunication Company collected during a year. The purpose of this work is to classify customers into 

several clusters. Since the clusters and the number of their members are determined, the high-consumption 

users will be logged out of the system and the high-value customers who have been missed will be identified. 

We divide the customers into five categories: loyal, potential, new, missed, and high-consumption using the 

Clementine software, developing the RFM model to the LRFM model and the Two_Step and K_Means 

algorithms. Thus this category will be a good benchmark for a company's future decisions, and we can make 

better decisions for each group of customers in the future. 

 

Keywords: LRFM Model, Two_Step Algorithm, K_Means Algorithm. 

1. Introduction 

Data mining is the concept of extracting hidden 

information from large amounts of database and 

detecting the interesting patterns from a massive 

dataset. Many people treat data mining as a 

synonym for common knowledge discovery in 

databases (KDDs). Data mining is the process of 

exploration and analysis by automatic or semi-

automatic means in a large quantities of data to 

discover knowledge. In fact, such studies and 

explorations can be considered as the same 

ancient and comprehensive knowledge of 

statistics. Nowadays, the main differences of the 

information in view of the scale, extent, and a 

variety of fields and applications as well as the 

dimensions and size of data are that they demand 

machine techniques related to learning, modeling, 

and training.  

Data mining is the process of analyzing data from 

different perspectives and summarizing it into 

useful information. The purpose of extracting this 

useful information is to reduce costs and increase 

revenue or both of them. Data mining softwares 

are tools that can be used for data analysis and 

allow user to analyze data from different 

dimensions or angles and discover unknown 

relationships between them. 

The identification of customers and their needs 

are important factors that manufacturers take help 

of them to gain competitive advantage in either 

the delivering product or service to the customers. 

Companies should prioritize their customers and 

increase their focus on key customers. The 

importance of this issue is that by disconnecting 

customers from the company and their willingness 

to join rival companies not only does it cause 

financial losses but it also causes reputational and 

credibility damage, and the existing customers 

may also share their negative experiences with 

potential customers. Thus the trust of potential 

customers will be eliminated. Organizations can 

meet their basic goals including gaining 

competitive advantage by identifying different 

groups of customers and their needs to achieve 

customer satisfaction (that leads to customer's 

loyalty in the long run) and make more profit. 

Also identifying the key customers and retaining 
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them not only attract new customers but also are 

useful to fill the vacancies of those who have 

decided to cut ties with the company. Because that 

is mostly, it costs 5 times more to acquire a new 

customer than to retain an existing one.  

Also companies are more probable to succeed in 

selling their products or services to the existing 

customers compared to the potential customers 

[1].  

Classification is one of the key issues in customer 

relationship management. In classifying 

customers, we split the total customer population 

into smaller groups so that the members of a 

group have similar features. Ideally, an 

organization should have a good understanding of 

all its customers, which it is not possible in the 

real world. Customer classification and clustering 

helps managers to have a better understanding of 

their needs. Data mining tools are used to 

implement various customer’s classification and 

clustering using a variety of techniques. The most 

popular data mining tools in terms of popularity 

are, respectively, the R programming language [2] 

Python programming language [3], Clementine, 

version 13 called SPSS Modeler, VKa software, 

and MATLAB software. 

 

1.1. Key concepts in data mining 

Bagging: The ability to discover unknown 

relationships within the information. These 

relationships point to whether a set of items 

increases the likelihood of other items. This 

feature is basically a way to search and discover 

that tells which items are related together. It is 

also referred to as market basket analysis or 

association rules. 

Boosting: Actually, it evaluates the characteristics 

of a dataset and then assigning them to a set of 

pre-defined groups. Boosting is the most 

commonly used feature of data mining. Data 

mining can be applied by using the historical data 

to build a model or a view of a group according to 

the data features. Then a so-defined model can be 

used to classify the new datasets. It can also be 

used for future forecasts by specifying the form 

that is compatible.  

Sequential patterns: Like bagging, sequential 

features have the property that they can connect 

the events together. In association rules or market 

basket analysis, a series of items are evaluated as 

sequential items, and they use tools such as time 

series to determine order. Moreover, sequential 

features have a new feature that can estimate the 

time interval between two events. For example, 

they provide the ability to make conclusions such 

as "80% of people who buy computers will also 

buy printer in a year". In this way, it is possible to 

identify a kind of introductory purchases that 

determine the potential for upcoming purchases in 

the future. As a result, these analyzes are severely 

used in sales promotion.  

Clustering: Clustering is the task of grouping a set 

of objects in such a way that it divides a 

heterogeneous group into several sub-groups. This 

process has a fundamental difference with the 

classification because there are no training 

patterns in this model. Clustering automatically 

defines distinctive features of sub-groups and 

organizes them. It is a type of indirect data mining 

capability. These tools divide the database into 

several parts based on the data properties and 

create groups of records that represent or have a 

certain attribute. The patterns obtained are 

institutionalized in the essence of the database and 

indicate some unexpected and worthy information 

of the company.  

 

1.2. Classification of data mining applications 

in telecommunication industry 

In order to classify data mining applications in 

telecommunication companies, there are a number 

of approaches including: 

 Classification based on data mining methods: 

This classification includes clustering, regression, 

categorization, pattern discovery, etc. In this type 

of classification, the goal is to evaluate and 

improve the data mining techniques and apply 

new methods to solve problems. 

 Classification by scope: 

In this type of classification, the aim is to improve 

and provide new data mining solutions in the 

scoops of telecommunication organizations, for 

example, Landline phone, Mobile phone, data, 

and ADSL. 

 Classification by purpose: 

In this type of classification, the goal is to detect 

new domains of data mining in 

telecommunications with the focus of attracting 

and retaining customers. This group includes the 

following: targeted marketing, increased profits, 

increased customer satisfaction, more. According 

to the studies carried out, it can be said that a 

comprehensive classification of the previous 

activities in the telecommunication industry has 

not taken place. Since the main purpose of these 

companies is to increase benefits and customer 

satisfaction through providing appropriate 

services to subscribers, the approach of this 

research work to classify data mining applications 

is based upon the behavior of subscribers. For this 
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purpose, we performed clustering using the 

LRFM model, described in Section 3. 

In the following section, we look at the previous 

research works on customer clustering.  

In the third section, we explain the proposed 

model, which describes the customer categories 

based on the development of the RFM model to 

LRFM. In the fourth section, we evaluate and 

implement this algorithm in the Clementine 

environment. In the last section, we will present 

the final conclusions about this work. 

 

2. Previous research works on data mining 

methods 

In a study in [4], the authors have simulated a 

model for analyzing the customer buying behavior 

in supermarkets. This simulation model shows 

information about what the customer is doing 

inside the store such as how to navigate the store, 

product layout, product purchase or not buying 

product.  

In [5], the author has used the RFM model to 

classify his own specialized customers. This study 

is very useful in designing marketing strategies 

for different customers.  

In article [6], the authors have used the RFM 

model analysis to gain value for future customers. 

The RFM analysis helps to improve the 

relationship with customers.  

In [7], the authors have looked over the 

trustworthy customers in the supermarket 

industry. This research work has analyzed the 

products that can be purchased by the customers 

together. 

 In [8], a data mining process has been performed 

on 1000 customer data using the RFM model. 

With the help of MATLAB software and 

customer transactional data analysis, 51 clusters 

were created, and then the customers were divided 

into 8 groups.  

In [9], a new model based on the RFM model has 

been introduced. In this model, customer's 

trustworthiness was also presented as a new factor 

in the model. This model includes three factors: 

shopping novelty, repetition or frequency, and 

customer trustworthiness. The main purpose of 

this work was customer classification and 

evaluating them based on their past history. A 

major failure of the model is putting customers 

with a high RFM score continuously (frequently 

targeting customers would be harassing them), 

and another drawback is the deterioration of 

customers who have less score. A company can 

increase its credibility by considering its past 

customers. In this model, the old customers will 

be considered properly and regularly.  

In [10], the new TRFM model has been 

introduced to investigate the customer data. In this 

work, the model has been implemented with the 

help of Eclipse Java EE IDE, and the data for 

8400 supermarket customers has been explored. 

Recently, the repeat and the amount of customer 

purchases have been of concern in the traditional 

RFM model, while in the TRFM model, in 

addition to the above factors, the time spent by the 

customer in the supermarket is also 

considered. Customers with the highest TRFM 

score are the best ones. They are customers who 

spend less time shopping in the supermarkets, and 

they are more pleasant compared to the customers 

who spend more time.  

In a study conducted in [11], the objective was to 

provide a framework for division of insurance 

customers of the PASARGAD Insurance 

Company according to the effective factors on 

lifetime customer value. For this purpose, a series 

of transactions related to 384 customers of the 

PASARGAD Insurance Company in the spring of 

2015 were considered fortuitously. Transaction 

information includes customer purchasing 

novelty, repetition or frequency of extended 

insurance policy within six years, and the amount 

of money that customers paid in their last 

insurance contract. According to the RFM model 

and analysis of these data, the customers were 

divided into 4 golden categories: highly-valued, 

loyal, fix, and extremely valuable.  

In [12], 180 customer information who had been 

referred to a restaurant for lunch were analyzed 

using the RFM model. Out of the 180 customers 

reviewed, 100 of them had a high score in the 

rating system. This result will help restaurant 

management to have effective plans for their ads 

in the future. 

In [13], the RFM model has been used for 

customer analysis and classification. During this 

analysis, the customers were divided into eight 

logical categories. The results will help to make 

better decisions to improve sales, marketing, and 

making decisions in retail environments 

competitively. 
 

2.1. Applying data mining to categorize 

subscribers and identify type of subscribers of 

telecom companies 

Good pay and non-creditworthy customers are 

important issues that have mostly great impacts on 

earnings and claims, especially for some telecom 

companies that initially provide the service and 

then issue invoices. In this regard, in [14], the 

author has used some data mining techniques for 
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customer identification, and its analytical results 

have been presented.  

In [15], the researchers have reviewed 61 journal 

articles to survey the pros and cons of the 

renowned data mining techniques used to build 

predictive customer churn models in the field of 

telecommunication and thus provide a roadmap to 

researchers for knowledge accumulation about 

data mining techniques in telecom. 

In [16], the researchers have aimed to develop a 

model to predict the churn to rival companies. The 

model can help companies to know the reasons 

that may lead to the churn. The three classifiers 

CN2 (Rules Leaner), Decision Tree, and Naive 

Bayes were used to build the model. 

In another study [17], a new K_Means clustering 

method has been proposed to evaluate the cluster 

customers’ profitability in the telecommunication 

industry in Sri Lanka. Furthermore, the RFM 

model has been mainly used as an input variable 

for K_Means clustering and distortion curve used 

to identify the optimal number of initial clusters. 

Based upon the results obtained, the 

telecommunication customers’ profitability in Sri 

Lanka were mainly categorized into three levels. 

In [18], an improved fast hierarchical clustering 

algorithm (IFHCA) was firstly proposed. Then a 

method for identifying dial-up user preferences 

based on IFHCA was presented in order to 

discover the pattern of users’ preferences and 

recommend the most appropriate services. Finally, 

the authors analyzed the relationship between 

users’ preferences with on-line duration and 

traffic. 

 

3. Development of RFM model to LRFM 

The LRFM model is a method for customer 

clustering that we use in customer relationship 

management. In this model, the customers are 

categorized based on four features: 

 customer relationship Length 

 purchase Recency 

 purchase Frequency  

 purchase Monetary 

(Length, recency, frequency, and monetary) 

The word LRFM has been innovated by the first 

letter of each of these four attributes. In this study, 

we started clustering tutorials with Clementine 

software using the above model. According to [19 

and 20], the RFM model cannot detect the 

customers with long-term and short-term 

relationships with the organization. In their 

research work, they suggested the idea of 

customer relationship length and examined its 

impact on customer loyalty and profitability. They 

said that increasing the customer relationship 

length would improve the customer loyalty. They 

defined this variable, which represented the time 

interval between the first and last customer's 

purchases in the period examined. The RFM 

model chooses the customers who have recently 

created a high financial value for the company and 

have purchase frequency in a short-term more 

than the average purchase frequency among 

customers as valuable customers, while the length 

of relationship with the company has been 

ignored. Thus the aspect of customer relationship 

length {Length (L)} is added to the RFM model. 

The customer relationship length with the 

organization indicates the length of the time that a 

customer has started a relationship with the 

organization. According to the studies conducted 

in [20], the field is provided for more accurate 

analysis of customers by adding index L 

(Customer relationship length). As shown in 

figure 1, they proposed a matrix called value 

matrix for the purchase (F) and monetary value 

(M). 

 

 
Figure 1. Customer value matrix [20]. 

It also claims that a longer customer relationship 

shows a greater customer loyalty and a shorter 

recent transaction time. Two other indicators, 

customer relationship length (L) and recent 

transaction time (R), are defined as the customer 

loyalty matrix. This matrix is depicted in figure 2. 

 

 
Figure 2. Customer clustering on a customer loyalty 

matrix basis [20]. 
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In this work, like the model presented in [21], we 

did segmentation and calculated the customer 

lifetime value and identified the valuable 

customers.  

 

4. Evaluation and implementation 

The internet service system of South Khorasan 

Telecommunication Customer segmentation leads 

to the correct recognition of customers so that it 

can be used to define and decide on more 

specialized promotional projects. We used 

clustering to segment our customers, which is one 

of the data mining methods. Based on this, the 

customers were divided into loyal customers, 

potential customers, missing customers, new 

customers, and customers with high consumption 

of services. The database uses customer records, 

which include a 999 customer record purchase 

history table in a single year. The database uses 

the customer records, which include a 999 

customer acquisition history table in a one year. 

This table contains 1,000 records and 4 fields that 

include the customer relationship length, recency 

of latest bought, number of purchase frequency, 

and purchase monetary, which are used for 

clustering. A part of the customer record table is 

shown in figure 3. 
 

 

Figure 3. Customer records in database. 
 

The LRFM model is used to determine the value 

of customers. At this point, the customers are 

normalized based on the variables L, R, F, and M 

using two algorithms Two_Step and K_Means, 

and then they are clustered using the Clementine 

software.  

K_Means clustering is a hierarchical method of 

classifying/grouping items into K groups (where k 

is the number of pre-chosen groups). The 

grouping is done by minimizing the sum of the 

squared distances (Euclidean distances) between 

the items and the corresponding centroid. 

The Two_Step clustering method is a scalable 

cluster analysis algorithm designed to handle very 

large datasets. It can handle both the continuous 

and categorical variables/attributes. It has two 

steps: 

 1) Pre-cluster the cases into many small sub-

clusters; 2) Cluster the sub-clusters resulting from 

the pre-cluster step into the desired number of 

clusters. It can also automatically select the 

number of clusters [22].  

The clustering results are shown in figures 4-9 

below.  

As one may see in figure 4, the clusters 1 and 2 in 

the K_Means algorithm have very few 

populations but in the Two_Step algorithm, these 

two clusters have a greater share of the 

population. 
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Figure 5 shows a comparison between the clusters 

generated by the two mentioned algorithms. In 

this figure, despite the clustering of 5 clusters in 

the K_Means method, the populations of clusters 

1 and 2 are negligible. 

 

 
Figure 4: Two_Step and K_Means with 4 clusters. 

 

 
Figure 5: Two_Step and K_Means with 5 clusters. 

 

Figure 6 shows a comparison of the results of 

clustering to six clusters by the two algorithms. In 

this figure, we can also see that the population is 

not distributed between clusters in the K_Means 

algorithm.  

 
Figure 6: Two_Step and K_Means with 6 clusters. 

 

Figure 7 shows clustering to seven clusters by the 

two algorithms; according to the results depicted, 

the difference between the two algorithms is 

observable. 

 
Figure 7: Two_Step and K_Means with 7 clusters. 
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In figure 8, the results of clustering with eight 

clusters are shown. As it can be seen, the 

distribution of population in clusters has increased 

using the Two_Step algorithm. 

 

Figure 8: Two_Step and K_Means with 8 clusters. 

 

In figure 9, customers are clustered into 9 clusters. 

As shown, a large number of customers are in one 

cluster, and the rest are distributed in the eight 

remaining clusters in the K_Means algorithm. 

 

Figure 9: Two_Step and K_Means with 9 clusters. 

 

After completing the clustering phase, the clusters 

must be evaluated. At this level, clustering is 

done. As in the assessment in [23], we used the 

Davies-Bouldin quality measurement index to 

evaluate clusters. In this Index, the least similarity 

between the cluster and the highest intra-cluster 

similarity are considered. The Davies-Bouldin 

criterion is based upon a ratio of within-cluster 

and between-cluster distances. It is one such 

measure, and hence, we have chosen that for 

cluster evaluation. DBI is defined as in (1): 

 

,¹
1

1/ max
k

i jj i
j

DB K D


   
(1) 

Where Di, j is the within to between cluster 

distance ratio for the ith and jth clusters, as given in 

(2). 

, ,
( ) /

i j i j i jd d dD    (2) 

𝑑𝑖̅ is the average distance between each point in 

the ith cluster and the centroid of the ith cluster. 𝑑𝑗̅ 
is the average distance between each point in the 

ith cluster and the centroid of the jth cluster. 𝑑𝑖𝑗 is 

the distance between the centroids of the ith and jth 

clusters. The maximum value for 𝑑𝑖𝑗 represents 

the worst case within to between cluster ratios for 

cluster i.  

The optimal clustering solution has the smallest 

Davies-Bouldin index value. The Davies-Bouldin 

index results are summarized in table 1. 

Table 1. Davies-Bouldin index results. 

Number of clusters DB index 

4 0/178 

5 0/0678 

6 0/0435 

7 0/0555 

8 0/0486 

9 0/0432 

 

With respect to the Davies-Bouldin index 

calculation, which is due to two-benchmark 

proportion, density, and separation, it depends on 

the number of clusters. It can be deduced from 

table 1 that if the number of clusters is 9, the value 

of the Davis index is lowered, and as a result, we 

have a better clustering.  

It can be concluded from their graph that which 

clustering method is more appropriate. Thus the 

K_Means algorithm is more inefficient than the 
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Two_Step algorithm because most of the data is 

located in one cluster. Thus the Two_Step 

algorithm is more suitable with 9 clusters. In the 

following, we analyze 9 clusters that are derived 

from the Two_Step algorithm. 

In table 2, the number of data for each cluster and 

the coordinates of the central points of 9 clusters 

are determined, and according to this information, 

we analyze the clusters. 

Customer features are analyzed by assuming that 

the central points of each cluster are representative 

of the whole points of the cluster. The features of 

each cluster are presented below. 

 

 

 

Table 2. Two_Step clustering results. 

cluster Cluster5 Cluster7 Cluster3 Cluster6 Cluster4 Cluster9 Cluster8 Cluster1 Cluster2 

Size 

47.7% 

477 

17.7% 

177 

12.9% 

129 

8.4% 

84 

7.6% 

76 

5.2% 

52 

0.2% 

2 

0.1% 

1 

0.1% 

1 

input 

L-N 

0.98 

L-N 

0.59 

L-N 

0.93 

L-N 

0.52 

L-N 

0.25 

L-N 

0.96 

L-N 

0.50 

L-N 

0.76 

L-N 

0.38 

R-N 

0.95 

R-N 

0.97 

R-N 

0.13 

R-N 

0.49 

R-N 

0.89 

R-N 

0.72 

R-N 

0.90 

R-N 

0.58 

R-N 

1.00 

M-N 

0.03 

M-N 

0.03 

M-N 

0.04 

M-N 

0.03 

M-N 

0.04 

M-N 

0.04 

M-N 

0.36 

M-N 

1.00 

M-N 

0.05 

F-N 

0.01 

F-N 

0.01 

F-N 

0.00 

F-N 

0.00 

F-N 

0.02 

F-N 

0.00 

F-N 

0.00 

F-N 

0.00 

F-N 

1.00 

Cluster 1: This cluster includes 69 customers, 

which is 6.9% of the total customers, and the 

central point's coordinates show that the length of 

the customer relationship and the recent purchase 

is lower than their average. Thus this cluster has 

included new customers. 

Cluster 2: This cluster includes 64 customers, 

which is 4/6% of the total customers. The central 

point's coordinates show that the length of the 

customer relationship is greater than that of 

cluster 1. However, it is still lower than the 

average and their recent purchase is lower than 

cluster 1. Thus this cluster also includes new 

customers; less time passes from their last 

purchase than cluster 1. 

Cluster 3: This cluster is different from the two 

clusters 1 and 2. The behavior of members in this 

cluster is different from the two clusters 1 and 2. 

This cluster has only 9 members, which is 0.9% of 

the total customers. Customer relationship length 

is low like the two clusters 1 and 2 but it has been 

a long time since their last purchase so that they 

can be placed in the category of missed 

customers. 

Cluster 4: This cluster consists of 68 people, 

which is 6.8% of the total customers. According 

to the central point's coordinates, it can be 

concluded that the customer relationship length is 

high. This means that it has been a long time that 

the customer uses this system. Recency purchase 

has been low. This means that a customer has just 

made a purchase. By considering that its purchase 

frequency was lower than the average and its 

purchase price was high, it can be concluded that 

these categories of customers are loyal customers 

who have been using the system for a long time 

and the number of their purchases is low but the 

amount of their purchases is high. 

Cluster 5: This cluster includes 168 customer, 

which is 8/16% of the total customers. This 

cluster is like cluster 3 with the difference that the 

customer relationship length is greater. Its 

frequency is much higher than average but these 

customers fall into the category of missed 

customers. 
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Cluster 6: This cluster that has the largest number 

of customers consists of 403 people, which is 

6.8% of the total customers. Regarding the central 

point's coordinates, it can be concluded that the 

customer relationship length and the recency 

purchase are high, which means that it has been a 

long time since their last purchase. Their 

frequencies and purchase monetary are high. 

These customers are in the category of potential 

customers. 

Cluster 7: This cluster consists of 128 people, 

which makes up 12.8% of the total customer. The 

cluster is like cluster 4 with the difference that its 

recency purchase is lower than the cluster 4. This 

means that it does not take long since the last 

purchase. The purchase monetary is also higher 

than cluster 4, and they are placed in the category 

of loyal customers.  

Cluster 8: This cluster includes 84 customers, 

which is 8.8% of the total customers. The cluster 

is similar to clusters 3 and 5 with the difference 

that its customer relationship length is lower than 

the other clusters and these customers are in the 

category of missed customers. 

Cluster 9: This cluster has the smallest number of 

people. It includes 6 people that represent 0.6% of 

customers. This cluster is like clusters 3, 5, and 7. 

The difference is that the customer relationship 

length is much lower than the rest of the clusters, 

and the frequency and monetary of purchases are 

high so that the purchase frequency is much 

higher than the rest of the clusters. It can be 

concluded that the customers of this cluster have 

had a lot of purchases in a very short time and it 

has been a long time since their last purchase and 

fall into the category of missed customers. 

 

5. Conclusions and suggestions 

Given what was said, customers can be divided 

into five categories: 

Loyal customers: Cluster customers 4 are loyal 

customers. For all of them, the customer 

relationship length is more than average. Their 

recency index is lower than average. Frequency 

and monetary of purchases have different modes. 

These customers have used this system for a long 

time and so far they have continued to cooperate 

with telecommunications. For this group of 

customers, a policy can be considered to be 

appreciated for their collaboration with this 

system.  

Potential customers: Customers in Cluster 6 are 

potential customers. For all of them, the customer 

relationship length and recency purchases are 

more than average. Frequency and monetary of 

purchases have different states. These customers 

have used this system for a long time; however, 

their recency purchase has declined recently. This 

indicates that the number of these customers may 

be placed in the missed customer group. To 

sustenance them, there needs to be a policy to 

increase their satisfaction and increase their 

purchases. 

New customers: Customers of clusters 1 and 2 are 

new ones. The customer relationship length and 

recency purchases are less than average. 

Frequency and monetary of purchases have 

different states. There is no long-standing 

relationship with these customers. For these 

categories of customers, it is necessary to 

implement a strategy in order to maintain their co-

operation because customer retention is more 

important than customer acquisition (it is more 

difficult). 

Missed customers:  3, 5, 8, and 9 clusters are 

missed customers. This group of customers did 

not have a long relationship, and recently, they 

have not bought anything. Their frequency and 

monetary of purchases are different. There must 

be a strategy and a plan to diagnose why these 

customers are missing and do something to keep 

high-value customers in the system. 

High-consumption customers: Frequency and 

monetary of purchases of these customers are 

lower than average, and the length of the customer 

relationship and their recency purchases are 

different. Fortunately, out of a total of 1,000 

customers, none of them are in this group. If there 

are some customers in this group, their contract 

should not be renewed after the termination of it. 

In this research work, we were able to cluster the 

telecom customers, and we determined the 

number of members of each cluster but this work 

can be used at a wider level. For example, 

customers can be divided into further categories, 

for example, in terms of business and 

geographical area, and consider other criteria in 

segmentation. Given what was said, the LRFM 

model is suitable for performing customer 

telecommunication valuation. This model can be 

used in other domains like the bank. 
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 چکیده:

 مخررابراب برای ظ ر راب ررب با  بررا م ررروریررا  ماذا  با  ا ذررذ  م ررروریررا  ذررنیررن ا شررر رراسرررای  م ررروریررا  سرررا    هررایشرررر رر 

 گر    ا  ر  عریف   رن  باشرررب ب رنی ماذرت شررر اب  شرررا    ر م ررروریا  م  راای اسرررو را   م هرای  ا  یرا رررررر رسرررا ن از     ر 

 م ررروری  ر شرررر رر  مخررابراب 999اسرررو ررا   گرار گ ر    ر ایل م رراسعررب از سرررااب  بریررن  هررای  یغ تررا  ن مار گ ری طرح صررر   ا 

 ب رنی م ررروریرا  بب و ن باشرررب   ر ی   هرن  از ایل پواه   سجررر  براسرررا  ذ اب   رب ط  ی جرررال ذ ش هاری شرررن  اسررر  اسرررو را 

 ای هر  رنا،ن م ررروریا  پر مصرررر  را از سررر جرررو  بارر ا م ررروریا  پر ارزشا  عرنا  اض ررر  راباشررر براشرررن  رب پم از م رررخ  شرررن  م 

 ا  ا اسگاریو  LRFMبررب مررنل  RFMاز  سرررر  رروررب را ن ا شررر رراسررررای   ر    ر ایل  اس   بررا نر، اراار  غ  وررایل ا  اسرررعررب مررنل 

 TwoStep  اk_Means رروررب ا پر مصرررر   سجررر       ی ارررا ارن بغسا ن ذررنیررنن از  سرررر   اانجرررو   م ررروریررا  را بررب پ    سررروررب 

 ن  گ ری ب وری  ر هیگ ری های هی ن  شرر   باشرن ا بواان    ر بصرار هر  سروب از م وریا   ص   بخ  ب نی مع ار م اسری   ر  صر     ا ایل

 . اشوب باش  

 K_Meansن اسگاریو  Two_Stepن اسگاریو  LRFMمنل  :کلمات کلیدی

 


