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Abstract

The non-negative Matrix Factorization (NMF) algorithms have been utilized in a wide range of real
applications. NMF has been used by several researchers for its part-based representation property, especially
in the facial expression recognition problems. It decomposes a face image into its essential parts (e.g. nose,
lips). However, in all the previous attempts, it has been neglected that all features achieved by NMF are not
required for recognition problems. For example, some facial parts do not have any useful information regarding
the facial expression recognition. In this work, addressing the challenge of defining and calculating the
contributions of each part, the Shapley value is used. It is applied for identifying the contribution of each
feature in the classification problem, and then the effectless features are removed. Experiments performed on
the JAFFE and MUG facial expression databases, as benchmarks of facial expression datasets, demonstrate

the effectiveness of our approach.

Keywords: Non-negative Matrix Factorization (NMF), Shapley Value, Game Theory.

1. Introduction

Facial expressions play an important role in the
face-to-face  human communications. During
human communications, information transmitted
by language, tone, and expressions accounts for
7%, 38%, and 55% of personal communication,
respectively. This statistic exhibits the importance
of facial expressions in mutual understandings [1].
Facial expression recognition is widely used in the
actor training software to train inexperienced
actors. It gives them a feedback about how well
they can mimic different facial states or gesture
such as fear, happiness, astonishment, neutral, and
sadness. The mentioned facial expressions are
produced by certain voluntary contractions of the
facial muscles. Therefore, each face expression is
considered as an information class that conveys a
certain non-verbal message to the audience.

In order to design a facial expression recognition
system, a standard dataset should be provided.
Then the discriminative component-based features
should be extracted from the images for
guantitatively describing the state of the face

components such as the lips, eyes, and eyebrows,
and also the flexion or extension of the facial
muscles. A number of papers have addressed the
problem of facial expression recognition. They
include methods that use Local Binary Patterns
(LBP) [2], static topographic modeling [3], texture
and shape information fusion [4], Principal
Component Analysis (PCA) [5], appearance
modeling [6], integration of facial expression with
facial appearance models [7], Local gradient
pattern (LGP)[8] ,and Non-negative Matrix
Factorization (NMF) [9].

Among the mentioned techniques, NMF is the only
one that can represent the input data in terms of its
sub-structures. For instance, a face image by NMF
decomposition can be expressed as multiplication
of two low-rank matrices in terms of the basis
matrix (W) and its corresponding weight matrix
(H). The columns of matrix W can be restructured
in the form of low-size images, each exhibiting a
face component such as the lips, eyes, eyebrow,
nose, and chin. Since each face gesture affects just
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certain face components, part-based decomposition
(e.g. NMF) is naturally matched for analyzing the
facial expression. This issue provides discriminant
features to enhance the recognition performance.
Moreover, its non-negativity property enables
NMF to demonstrate its features, while other
methods do not have the ability elicit demonstrable
features (positive values) from an image.

A formal analytical framework with a set of
mathematical tools is provided by the game theory
to assay the complex interactions between the
players [10]. This theory is used in a large number
of fields including engineering and economics [11-
14]. The Shapley value, one of the most important
solution concepts of the cooperative games, was
introduced by Shapley [10]. It is used to divide
surplus according to contribution. Hence, in the
proposed method, a contribution of an element is
calculated using the Shapley value.

As NMF is a non-convex problem, all the papers
published until now are about some issues such as
good initialization, cost functions, and some
constraints. For example, sparse NMF, introduced
in 2004, extends non-negative matrix factorization
by adding a constraint to control sparsity of the
matrix H [15].

In this work, high impact features are determined,;
the Shapley value is used for this reason. It is
neglected that all the features achieved by NMF or
its variants are not necessary for recognition
problems. Some facial parts do not have any useful
information regarding the facial expression
recognition. Addressing the challenge of defining
the contributions of each part, we use the Shapley
value. It determines the contribution of each feature
in the classification problem; then the effectless
features are removed. As NMF is an unsupervised
problem, in this paper, a semi-supervised version
of NMF is introduced, which uses a logical
combination of LNMF and the Shapley value. In
the proposed approach, the parts of faces are
elicited with LNMF, and then the low-impact
features are discovered and removed.

The rest of this paper is organized as what follows.
In Section 2, the NMF and Shapley value methods
are described. In Section 3, the proposed method is
explained in detail. In Section 4, we describe two
benchmark datasets that are used in this paper.
Section 5 illustrates the experimental results
obtained and discusses the advantages of the
proposed method compared to the PCA and NMF
methods. Finally, the paper concludes in Section 6.

2. Primary Concepts
In this section, the methods along with the
proposed method are illustrated. It includes three
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sub-sections in terms of NMF, Local NMF
(LNMF), and the Shapley value, respectively.

2.1. Non-negative matrix factorization (NMF)
NMF is a low-rank approximation technique for
unsupervised multivariate data decomposition,
which was introduced by Lee and Seung in 1999
[16]. It acts similar to PCA and Independent
Component Analysis (ICA) but with different
constraints and interpretations [17].

In the last decade, many research works have been
reported on the analysis of the extensions and
applications of the NMF algorithm in image
processing [18-24], signal processing [25-28], and
data mining [29, 30].

NMF decomposes a given non-negative data

matrix (e.g. Image, document) Ac R™" into a
multiplication of the two non-negative matrices

W e R™*and H e R*"such that these matrices
minimize the following criterion:
1)

1
fW,H) = A-WHIS

where, k<<min (m, n) is a positive integer that
determines the rank of the NMF and F is the
Frobenius norm. In some works, different
similarity metrics have been used as the cost
function [20, 26].

In the image processing field, A, contains the

whole image database, in which m is the pixel
number of each vectorized image and n is the
number of the images. Hence, applying NMF leads
to obtain k dimensional features (i.e. k<<m, where
m is the original dimension of features).
Advantages of NMF in comparison with the other
factorization methods such as PCA, SVD, ICA, and
QR are as follow:

e Elements of W are
consequently,
visualized [9].

¢ Non-negative elements of H make a non-
subtractive ~ combination  of  basis
components compared to the other
methods that allow for additive and
subtractive  combinations of  basis
components. This property gives NMF a
part-based representation in contrast to the
other whole-based representation methods.
This is a desirable property in the fields
such as image and document processing.
For example, if a part of an image is
damaged, the defected part affects just a
small number of features; however, in
other factorization methods, almost all
features are affected. Therefore, NMF is

non-negative;
basis columns can be
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applicable in the fields of image and
document processing when only a part of
an image or document is damaged. In
addition, in most applications, only a part
of an image is processed. For instance, in

facial  expression  recognition, face
expression is shown by a few parts of a
face.

e NMF causes a sparse representation of the
input data in terms of the W and H
matrices, leading to a reduction in the data
storage [21].

2.2. Local non-negative matrix factorization
(LNMF)

Although the features found by NMF are part-
based, they are not fully localized. In order to solve
this problem, LNMF was introduced in 2001 [31].
It identifies the W and H components such that
these matrices minimize the following criterion
[19]:

m n A
fLnmE W H) :ZZ(A]' log [\NI—:]"- -

i=1 j=1

(2
Aj +WHJ;j +aUj;) - ﬂZVii

where, f e is the LNMF cost function and
a,f>0 are constants, where U=W'W and

V =HH'. Although the rate of convergence for
LNMF is slower than NMF, the features obtained
by LNMF are highly localized. Consequently, it is
expected that LNMF decomposes a face image into
its essential parts (e.g. nose, lips), where each face
component is arranged to the W columns. The
LNMF algorithm updates the factorized matrices of
W and H according to the following formula in an
iterative manner:

W, 3
Hy = |Hyg Aﬂ—'k
J Z ZWikal
k
H;
Wy A J
Zj: JZWleu
W, = [
ki ZH”
i
W,
W, = Kl

where, Aij, Wi;, and H;; are the elements located in
the i’th row and j’th column of A, W, and H
matrices, respectively. According to the chosen
cost function, three additional constraints are
imposed on the NMF basis vectors in terms of
maximum sparsity in H, maximum expressiveness
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of W, and maximum orthogonality of W [19]. Thus
it is expected to achieve better part-based features
than standard NMF.

2.3. Shapley value
A coalitional game [32] is defined as the pair

(N,V), where N ={1,2,...,n} is the set of players

and v:2" — R is a real-valued mapping called
the characteristic function. It assigns to every
possible coalition a numeric value. It represents the
payoff that may be distributed among the members
of that coalition.  In the game theory, the Shapley
value [10] is a solution concept in the cooperative
game theory. For each cooperative game, it
allocates a unique distribution (among the players)
of a total surplus created by the coalition of all
players. It demonstrates an efficient approach to the
fair division of the gains achieved by cooperation
between players of a cooperative game. Fairly
distribution is an important issue because some
players may contribute more than the others.
Consequently, the more each player contributes,
the more he gains benefit. According to the
Shapley value, the amount that the i player obtains
in the coalitional game (N,v) is:
1
shy :WOZ #(C; (0)) (4)

<[1(N)

where, ri(n)is the set of all possible orderings of the
agents, C;(o) is the set of agents preceding iin
ordering o, and ; (C) is the marginal contribution

of i to C that is the amount that i adds by joining
C < Ag/{i}. It is calculated as below:

#(C) =Vv(Cui)-v(C) (®)

In fact, the Shapley value of a player is achieved by
the weighted mean of its marginal value in all
possible permutations of the players.

3. Proposed method

In this paper, we introduce a novel method for
eliciting the important parts of face. The proposed
method is based upon the extracting parts of face
with LNMF and then identifying the contribution
of each part with the Shapley value.

As described in Section 2.2, A, contains the

whole image database, in which m is the pixel
number of each vectorized image and n is the
number of images. In the first step, LNMF is
applied, which leads to obtain k, low dimensional
features.
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According to the literature, all features achieved by
LNMF are used for classification. However, in fact,

all parts of the faces do not influence the @
recognition. Here, we propose an approach to

eliminate the low-impact parts using the Shapley

value. In this algorithm, the Shapley values of Insert a matrix that i achieved by pre-

features are calculated, and the features with values processing phase as A.
lower than the defined threshold are removed. In
order to calculate the Shapley value, all \/

permutations (for n features, n! permutations)
should be assessed. In fact, it can be proved that the
problem of computing the Shapley value is an NP- V
complete problem [33, 34].

For addressing this problem, estimation of the
Shapley value is used. In this work, the
ApproShapley algorithm [35] is applied, which has
a polynomial calculation of the Shapley value
based on sampling. For this reason, S samples are
randomly selected with a probability of 1/N!' The
contribution of each part is evaluated with its
Shapley value. Finally, we remove the parts whose Sh; =0 Vi€n
Shapley values are lower than the threshold. Figure
1 shows the block diagram of the proposed method;
moreover, the pseudo-code is given bellow:

W and H are initialized randomly

Number of iterations
<Maximum iteration
fof NMF

Update H and W matrices trough Eq.

Number of

. . . . iterations < S
Inputs: A matrix that is achieved by pre-processing phase.

Outputs: The extracted features. \y Yes
Set columns of matrix A to vectors A; (i=1... TakeOen(N)with probablity 1/,
n) i=1 '
Determine k

W and H are initialized randomly,

For i=1: maximum iteration for LNMF No
Update H and W matrices trough Eq. (3)
End

Determine S P .
Cont=0and Sh; =0 VieE N ] ]
While Cont<S % Sh; = Sh;/S Vvien, i=1
Take Oem(N)with probablity 1/N!
For i=1:k No
Sh; = Sh; + ;(€;(0)) .
Cont=Cont+1;
_ Sk
Sh; = _L/S Yes
Fori=1:k No
If Sh;>T i1
i’th features is added to output features.
Yes
4. Datasets
In this section, we describe two publicly available i’th feature is added to
benchmark datasets. output

Figure 1. Block diagram of the proposed method.
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4.1. JAFFE dataset

The Japanese Female Facial Expressions dataset
[36] consists of 213 grayscale images presenting
seven facial expressions (happiness, sadness, fear,
anger, surprise, disgust, and neutrality) that were
posed by 10 Japanese female models. Each image
size is of 256 x 256 pixels, and each model has 2—
4 samples for each expression.
Example images from  this dataset are shown in
figure 2.

4.2. MUG facial expression dataset

The MUG-FED database [37]contains 401
grayscale images of 25 people (18 men and 7
women between 20 and 35 years of age), each with
seven different facial expressions. There are 1-3
samples for each expression type per person.
Example images from  this dataset are shown in
figure 2.

5. Experimental results and discussion

In the pre-processing stage, the facial parts of the
images are cut from both sides of the eyes and from
top of the eyebrows to the bottom of the chin and
aligned into a fixed size (Figure 3). For each
aligned image, histogram equalization is applied,
and the intensity of pixels at each image is
normalized. In the second step, the rank of LNMF

is obtained. We apply different k and calculate the
classification rates. As shown in figure 4, the
highest classification rates are 22 and 24 for the
JAFFE and MUG datasets, respectively.

Then LNMF is applied; figures 5 and 6 show the
images that were vectorized in W columns for the
JAFFE and MUG datasets, respectively. They are
considered as primary extracted features. As
expected, the extracted parts are local and consist
of the significant components of face. In order to
clarify that why LNMF is used for the extracting
features, the parts achieved by Sparse NMF and
NMF are also shown in figures 7-10. The results
obtained show that the features achieved by LNMF
are more local; it is the main contribution of the
LNMF algorithm.

As stated for the proposed method, one can see that
all parts in figure 5 (or Figure 6, for the MUG
dataset) are not required for facial expression
recognition. The Shapley value is used for
estimating the contribution of each feature in facial
expression recognition; the face parts are mapped
to the features, and the payoff is represented by the
Shapley value. The Shapley value for each feature
is calculated by sampling in space of k! possible
permutations (22! in the JAFFE dataset and 24! in
the MUG dataset) to show the performance of each
part.

Figure 2. Images in the first row show some examples of JAFFE dataset and images in the second row are from the

MUG dataset.

o =

Figure 3. Images in the first row show some examples of JAFFE dataset and images in the second row are from the
MUG dataset after pre-processing.
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Figure 4. Classification rates achieved by different ranks in (a) JAFFE dataset and (b) MUG dataset.

In our experiment, S (number of random selected
samples) is set to 5000. In the determination of the
amount of S, there is a trade-off between accuracy
and complexity. If S is selected to be high, the
results are more accurate and complex, and vice
versa. Here, based on our experiment, S is set to
5000. Threshold of selecting features (T) controls
the number of output features. Based on our
experiment, the number of features that are
obtained by setting the variable S equal to 3 for the
JAFFE dataset and 5 for the MUG dataset are
enough.

The features are sorted and the ones with Shapley
values lower than T are removed. The left-side
images in figure 11 illustrate the final extracted
features after removing the effectless ones. The
right images of this figure are achieved by adding
the values of the left side to show the most
important parts of face for expression recognition.

22

They are added for subjective representation,
where the extracted features with the proposed
method are parts of face with the highest effect on
the facial expression recognition, and the goal is to
achieve these parts.

In other words, the lighter parts of the right image
in figure 11 are more effective in recognition rather
than the darker parts. In principle, the number of
features in the JAFFE dataset is decreased from
1089 to 6, and in a similar manner, the number of
features in the MUG dataset is decreased to 9. After
extracting the features using the proposed method,
the KNN algorithm with K=1 is applied, and the
classification rate is calculated. In this work,
Leave-One-Out (LOO) was used for cross-
validation. LOO applies one sample as the test set
and all the remaining samples as the training set,
and this step is repeated for all observations. The
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most important advantage of LOO is selection of
all samples once for testing.

The experimental results achieved by applying the
proposed method along with PCA, NMF, LNMF,
and sparse NMF are depicted in table 1. These
results show that the proposed method outperforms
other methods in term of accuracy. It is meaningful
because there are features that not only have no
effect on facial expression recognition but also
increase the error rate.

When additional features are deleted, their
destructive effect in creating distance in two
identical emotional states is removed and the

accuracy is increased.
: .0
b ¢
=

5. Conclusion

In this paper, we have proposed a feature extraction
algorithm  based on non-negative matrix
factorization (NMF). NMF is a part-based
representation, and has been applied to many
applications. The problem is that all face parts
achieved by NMF are not necessary for the
recognition problem.

The effectless features have destructive effects on
creating distance, and they cause more error. In
order to solve this shortcoming, we employed the
Shapley value, a well-known approach in game
theory, in order to calculate the contribution of
each part to facial expression recognition. The
experiments performed on the JAFFE and MUG
datasets demonstrated the effectiveness of our
approach.

Figure 5. Features achieved by LNMF for JAFFE dataset.

. -
- | S
7’
_—
L 4

Figure 6. Features achieved by LNMF for MUG dataset.
A | P =
m—— » o 4 ‘ .
-
Figure 7. Features achieved by sparse NMF for JAFFE dataset.
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Figure 8. Features achieved by sparse NMF for MUG dataset.
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Figure 9. Features achieved by NMF for JAFFE dataset.
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Figure 10. Features achieved by NMF for MUG dataset.
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e i

Figure 11. The left side parts are final extracted features t achieved by the proposed method. The right side
image is achieved by adding the values of the left side. Top images are related to JAFFE and bottom images
to MUG dataset.

Table 1. Comparison of PCA, NMF, LNMF, sparse NMF, and the proposed method in term of
classification rate.

PCA LNMF NMF Sparse NMF Proposed method
JAFFE 85.91 79.81 84.03 81.22 86.85
MUG 82.79 81.04 82.79 80.54 84.62
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