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Abstract 

In this paper, we report the results of four ensemble approaches with the M5 model tree as the base 

regression model to anticipate Sodium Adsorption Ratio (SAR). The ensemble methods that combine the 

output of multiple regression models have been found to be more accurate than any of the individual models 

making up the ensemble. In this work, the additive boosting, bagging, rotation forest, and random sub-space 

methods were used. A dataset consisting of 488 samples with nine input parameters was obtained from the 

Barandoozchay River in the West Azerbaijan province, Iran. The three evaluation criteria correlation 

coefficient, root mean square error, and mean absolute error were used to judge the accuracy of different 

ensemble models. In addition to the use of an M5 model tree as the learning algorithm to predict the SAR 

values, a wrapper-based variable selection approach and a genetic algorithm were also used to select useful 

input variables. The encouraging performance motivates the use of this technique to predict the SAR values. 

 

Keywords: Water Quality, Sodium Adsorption Ratio, Data Mining, M5 model tree, Genetic Algorithm, Iran. 

 

1. Introduction 

Surface water quality assessment and control is 

one of the important issues in water resource 

planning and management, especially in countries 

like Iran. It is a necessary step for the 

development of agricultural land, design and 

operation of irrigation systems, and crop pattern 

selection in the region. Since Iran contains arid 

and semi-arid regions and is faced with water 

deficiencies, an accurate estimation of parameters 

for water resource quality is necessary to make 

water resource decisions.  
 

Rivers, being a major source of water, are 

important due to their role in providing the 

required amount of water for industrial, 

agricultural, and drinking uses. Release of urban, 

industrial, and agricultural wastes may change 

water quality within the rivers. Consequently, 

monitoring the water quality in various parts of 

rivers is very important. The water quality 

parameters such as pH, total dissolved solids 

(TDS), electrical conductivity (EC), and sodium 

adsorption ratio (SAR) are used to evaluate the 

quality of water for irrigation. Out of the different 

parameters used to assess irrigation water quality, 

SAR is important; its accurate estimation and 

assessment is necessary for water planning for 

agricultural uses.  
 

In the recent years, several methods including 

statistical models, deterministic and machine 

learning models, especially artificial neural 

networks (ANN), M5 model trees, and support 

vector regressions have been proposed to analyze 

and model the water quality with the available 

data [1-4]. Most of these studies suggest that an 

improved performance is achieved by various 

machine-learning approaches in modelling water 

quality when compared to the statistical methods.  
 

Performance of a machine-learning algorithm can 

further be improved by combining the outputs of 

several individual regression models. Each one of 

the individual models provides a solution to the 

same task [5, 6]. The approach of combining the 
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outputs of several regression models is known as 

the ensemble method. The ensemble approaches 

are capable of predicting a response by 

aggregating predictions from different trained 

regression models, which often results in the 

ensemble providing a better discernment than any 

individual model. Methods of creating ensemble 

of regression models proposed in the literature [7] 

include (1) manipulating the training data with a 

single algorithm, (2) use of different training 

parameters with a single algorithm, (3) use of 

different subsets of input variables with a single 

algorithm, and (4) combining outputs of different 

algorithms with the same training data.  
 

Even though different approaches of creating 

ensemble models have been proposed in the 

literature, there are no clear guidelines about 

which method is the best. As was the case in the 

selection of the data, performance of a group of 

events might depend on the way the base 

algorithm was selected. Variable selection is the 

process of selecting a subset of input variables 

among the main data. This process reduces the 

number of variables to be used by a regression 

model allowing regression algorithms to operate 

faster, and provide a more compact model and 

possibility of improved function [8].  
 

The design of an efficient and error-resistant 

variable-selection algorithm is an important step 

in water resource applications [9]. Based upon the 

criterion of whether a regression algorithm is used 

to evaluate the subsets of variables or not, the 

variable-selection methods can be divided into 

three categories, namely the filter, wrapper, and 

embedded methods [8-10]. The filter methods use 

an evaluation function in combination with a 

search method to select a subset of variables. The 

wrapper methods use a search algorithm and a 

regression model to search through the space of 

possible variables and select a subset of variables 

by directly optimizing its function (e.g. root mean 

square error) with the model used. In contrast to 

the filter and wrapper approaches, the embedded 

approach for variable selection is built into the 

regression/classification algorithm itself, and the 

prediction and variable selection process cannot 

be separated. Detailed discussions about variable 

selection in water resource applications have been 

presented in [11] and [12]. 
 

Keeping in view the improved performance of 

ensemble approaches for various applications [13-

16], this paper proposes to use four ensemble 

approaches (two based on manipulating the 

training data with a single algorithm and two 

based on using different subsets of input variables 

with a single algorithm) with the M5 model tree. 

A tree-based regression approach is used for SAR 

values of the Barandoozchay River. Further, this 

work also proposes a wrapper-based variable 

selection approach to judge its effectiveness in 

predicting the SAR values. For the wrapper 

approach, a genetic algorithm (GA) and an M5 

model tree are used as the search and regression 

algorithms, respectively.  
 

Recently, researchers have tried to optimize 

different factors for the development of a more 

accurate model. For instance, Wu et al. (2010) 

[17] have used a data-driven model for rainfall 

forecasting and have optimized the model from 

the inputs, methods, and data-preprocessing 

viewpoints. Rain data records from four different 

stations that included both monthly and daily 

values were evaluated for this work. Also four 

different model, namely modular artificial neural 

network (MANN), artificial neural network 

(ANN), K-nearest-neighbors (K-NN), and linear 

regression (LR), were compared with each other 

in order to find the best performance. The results 

obtained for the models show that MANN 

performs the best among other models and can be 

quite suitable, especially for daily rainfall 

forecasting. 
 

Chau and Wu (2010) [18] have used hybrid 

models for predicting daily rainfall. They included 

artificial neural networks (ANNs) and support 

vector regression (SVR). Two daily rainfall series 

were used to examine the accuracy of the model 

in forecasting 1-day-, 2-day-, and 3-day-ahead 

rainfall. The results obtained showed that the 

hybrid SVR model performed the best and 

decreased the errors. 

Wang et al. (2015) [19] have presented a new 

method using the auto-regressive integrated 

moving average (ARIMA) model coupled with 

the ensemble empirical mode decomposition 

(EEMD) for the prediction of annual run-off. 

Several regions were studied for developing the 

mentioned method, and the results obtained 

indicated that EEMD could successfully improve 

the accuracy ratio and that the proposed EEMD-

ARIMA simulation was confirmed as an effective 

model for forecasting annual run-off time series. 
 

Gholami et al. (2015) [20] have used ANN 

combined with dendrochronology (using tree-

rings) to simulate groundwater level changes 

during the period from 1912 to 2013 in an alluvial 

aquifer located at the Caspian southern coasts of 

Iran. For this purpose, they utilized the tree-ring 

diameter and precipitation as the input parameters 

and the groundwater levels as the output. The 



Sattari et al./ Journal of AI and Data Mining, Vol 6, No 1, 2018. 

71 

 

results of this work revealed that this model had a 

high degree of precision and could be an effective 

method in simulating the groundwater levels. In 

addition, they suggested that this method could be 

useful for the prediction and evaluation of 

drought.  
 

Taormina and Chau (2015) [21] have used data-

driven techniques for modeling streamflow. They 

reported that the appropriate input variables could 

help to improve the model accuracy. Accordingly, 

they used particle swarm optimization (PSO) and 

Extreme Learning Machines (ELM) to select the 

best input parameters, and then developed a fast 

and accurate model. The results obtained indicate 

that the proposed techniques were suitable for the 

rainfall–runoff modeling applications, and could 

increase the prediction accuracy. 
 

Chen et al. (2015) [22] have employed a hybrid 

neural network (HNN) model in combination with 

three optimization algorithms, namely differential 

evolution (DE), artificial bee colony (ABC), and 

ant colony optimization (ACO), to find the 

optimal downstream river flow forecasting. The 

stated algorithms were used to determine the 

premise parameters of HNN. Furthermore, PSO 

was used to compare the performance of the 

forecasting models. The results obtained 

demonstrated that DE had the best performance 

among the other algorithms in forecasting the 

downstream river flow, and also had a reliable 

accuracy such as PSO. 

Fadaei-Kermani et al. (2017) [23] have tried to 

predict drought occurrence, based on the standard 

precipitation index (SPI), using k-nearest neighbor 

modeling. The model was tested by using 

precipitation data of Kerman, Iran. Results 

showed that the model gives reasonable 

predictions of drought situation in the region.  

Measurements of the water quality parameters 

periodically are time-consuming and very 

expensive. According to the previous research 

works in the world, other intelligent system 

estimation methods have presented good results 

but the other data mining methods such as tree 

models have not been examined. In this work, we 

applied the M5 evaluation and ensemble method 

performance in SAR estimation for the conditions 

in Iran. 

 

2. Materials and methods 

2.1. M5 model tree 

The M5 tree model is a common decision tree 

with a linear regression function at the terminal 

nodes [24]. This tree implements the divide-and-

conquer method, and, unlike the other decision-

making trees that are used for predicting discrete 

classes, it is used for predicting continuous 

numerical variables. Model tree generation 

involves two stages. The first step includes setting 

a division criterion for establishing the decision-

making tree, whereas the second step involved a 

pruning method for pruning the overgrown trees. 

The M5 tree model algorithm uses the standard 

deviation of the class as a whole to identify the 

node that expresses the desired standard error. It 

further calculates the expected reduction in the 

error as a result of testing each variable at that 

node. The standard deviation reduction (SDR) 

formula used in the design of M5 model tree can 

be represented by: 

   i

i
Ksd

K

K
KsdSDR   

 

(1) 

where, K represents the number of examples 

reaching the node, _ represents the number of 

samples containing the i
th
 output of the potential 

set, and SD is the standard deviation. SD of a 

child node is less than that of its parent node, thus 

increasing the purity of the child node [24]. Upon 

evaluating all the possible division cases, the M5 

tree model design method selects the division 

point that maximizes the mean error reduction. 

This data division during the M5 model creation 

produces a large tree which may be the cause of 

over-fitting with testing data. In order to remove 

the problem of over-fitting, Quinlan [24] has 

suggested the use of a pruning method to prune 

back the over-grown tree. In general, this pruning 

method is obtained by substituting the sub-tree 

with linear regression functions. Quinlan [24] and 

Witten and Frank [25] have presented further 

details of the M5 tree model.  

                                            

2.2. Genetic algorithm 

A Genetic Algorithm (GA) is a heuristic search 

method, and is based upon the principles of 

evolution via natural selection. GA simulates the 

“survival of the fittest” principle across 

consecutive generations using a population of 

singular solutions. Singular solutions and 

variables act like chromosomes and genes, 

respectively. GA starts through a process of 

random generation of an initial population of 

chromosomes and computing the fitness of each 

chromosome in the population. Chromosome 

eligibility is used as a criterion for determining the 

selection probability for each singular 

chromosome in the current population. In the 

second stage, a new population is generated from 

the initial population using genetic operators such 

as cross-over and mutation, and repeating this 

http://jad.shahroodut.ac.ir/?_action=article&au=14615&_au=E.++Fadaei-Kermani
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process until the final solution is achieved. GA-

based variable selection works by using a 

population of individual chromosomes (i.e. 

solution) consisting of a subset of input variables. 

A root mean square error (RMSE) value is used as 

a fitness function to evaluate the individual 

chromosomes for their reproductive success 

during the variable selection process. Further 

details about GAs have been provided by Mitchell 

[26], and their use for feature selection has been 

discussed by Pal [27].  

 

2.3. Ensemble approaches  

The four ensemble approaches stochastic gradient 

boosting, bagging, rotation forest, and random 

subspace were used with the M5 model tree as a 

base regression model. A brief discussion about 

different ensemble approaches is provided in 

following sections. Further details of various 

ensemble approaches have been provided by Seni 

and Elder [7]. 

 

2.4. Stochastic gradient boosting 

Friedman [28] has proposed a gradient boosting-

based ensemble technique for the regression 

models. Stochastic gradient boosting works in a 

similar way as the other boosting methods [29]; it 

generalizes them by optimizing an arbitrary 

differentiable loss function. The proposed 

algorithm uses a base model to obtain the 

eligibility of those training set sub-samples that 

are randomly selected in each iteration. The size 

of the sub-sample used in each iteration is a user-

defined parameter, and is taken as a fraction of the 

size of the total training dataset. Generally, a 

smaller fraction of training dataset introduces 

randomness into the model and helps prevent 

over-fitting. The use of a smaller fraction of 

training dataset makes speed the algorithm 

because the base regression model has to fit 

smaller datasets at each iteration.  

For a training dataset {(xi, yi), I = 1, 2, … n}, 

where xi is an input vector described by p features 

and yi is an output variable used during training 

with n number of training samples and a base 

algorithm (y,F(x)). The model is initialized with 

a constant value, 
 

),(minarg)(
1

0 



n

i

iyxF 


 (2) 

The so-called pseudo-residuals are calculated 

from: 
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where, -ri  is the path of steepest decent,  is the 

loss function, and m = 1, 2,……M, where M is the 

number of iterations an algorithm is run. 

The parameter m is then calculated by: 

))()(,(minarg
1

1


 
n

i

imimi xhxFy 


 (4) 

 

The model is then updated by: 

 

)()()( 1 xhxFxF mmmm    (5) 
 

where, hm(x) is the base learner (i.e. M5 model 

tree in this work). 

 

2.5. Random sub-space  

The quasi-random method proposed by Hu [29] 

comprises a group of methods used for developing 

a model from the modified training data. In order 

to generate this model, the random subsets of 

input variables were used in each iteration to 

modify the training data. In the quasi-random 

method, r characteristics are randomly selected 

from the p-dimensional training dataset {(xi, yi), i 

= 1, 2, … n}. In this ensemble approach, only the 

input variables are resampled, whereas no 

sampling is used with the training dataset. 

Therefore, the modified training data includes a 

random r-dimensional subset of the principal p-

dimensional characteristic space. The algorithm is 

applied to this set of new data in the R-

dimensional random subspaces, and many models 

are trained across these subsets that are randomly 

selected among all the variables (e.g. the random 

space). Ultimately, the outputs from these models 

are combined based on the majority vote. The 

number of random sub-spaces r and the iterations 

to be performed is decided by the user. Further 

details about this algorithm have been provided by 

Ho [30]. 

 

2.6. Bagging 

Bagging [31], also known as “bootstrap 

aggregating”, is another group of technique used 

to increase the accuracy and validity of a base 

regression model. It operates based on the training 

data manipulation rule applied in each iteration. 

This method collects the results obtained from h 

regression models that are developed based on h 

self-commissioning training samples. In this 

approach, each training set of the regression 

model is developed via self-commissioning 

sampling, which includes random selection and 

substitution of N samples, where N is the size of 

the main training set. Boot-strapped sampling 

involves repeating many of the original samples in 

the resulting training set, while the others may be 
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left out. In the case of bagging, the training set 

consists of about 67% of the data from the 

original training set, and leaves out about one-

third of the original training samples in each 

iteration. These left-out samples are known as the 

out-of-bag samples. The learning algorithm 

generates a regression model from the sampled 

training data, and is allowed to run a number of 

times (i.e. h, a user-defined parameter) using a 

different boot-strapped sample each time. The 

final result is obtained by averaging the outputs of 

individual models built over each boot-strapped 

sample. Breiman [30] has discussed further details 

about bagging.  

 

2.7. Rotation forest 

Rodriguez et al. [32] have proposed a group of 

methods based on the rotation forest method, and 

used the characteristics obtained from rotation of 

the sub-spaces of the main dataset to improve the 

accuracy of the base regression/classification 

model. This algorithm acts similar to the quasi-

random method by randomly dividing the input 

characteristic set into P characteristic subsets (one 

parameter is defined by the user), and 

subsequently, applying the main component 

analysis (e.g. characteristic extraction) to this 

characteristics subset. Therefore, P axis rotations 

must take place for creating new characteristics 

for the base regression method. Each regression 

model in the group is developed via a set of 

transformed data. All the main components 

remain in the data in order to maintain the 

diversity of the information that exists in the data. 

The key to a successful implementation of the 

rotation forest method lies in using the rotation 

matrix formed by the linear transform subsets. 

 

2.8. Dataset and methodology 

With the background of the various analysis 

methods now articulated, attention can be 

refocused on the specific problem under 

consideration. The Barandoozchay River 

originates from the western side of the Bonad 

Yanjool Mountains lying along the border region 

of Iran and Turkey. After entering the Urmia 

plain, this river is divided into many branches, and 

finally flows to Urmia Lake. A total of 488 

measurements for nine hydro-chemical parameters 

at three hydrometric stations (Babarud, Bikaran, 

and Dizaj) were made during a period from 1992 

to 2010. The hydro-chemical parameters include 

total dissolved solids (TDS), electrical 

conductivity (EC), pH value, HCO3, chlorine 

(Cl), SO4, calcium (Ca), magnesium (Mg), and 

sodium (Na). The Sodium Adsorption Ratio 

(SAR) was calculated for all water samples based 

on the following formula, provided by the U.S. 

Salinity Laboratory (1954): 

 
    






22

2
1 MgCa

Na
SAR  

 

(6) 

 

Ion concentrations are expressed in 

milliequivalents per liter (mEq/L). Based on Eq. 

6, changes in the concentration of calcium and 

magnesium due to sedimentation or dissolution of 

alkaline carbonates are the important factors 

controlling the SAR value [33]. The SAR values 

were used for predictive modelling using the M5 

model tree algorithm. The geographical 

information about the location of hydrometric 

stations is provided in table 1, and the location 

map of the Barandoozchay River and the 

considered hydrometric stations are shown in 

figure 1. 

Before using the regression models, the data was 

checked for homogeneity and presence of outliers 

using the run test and box and wicker plot, 

respectively, calculated using the Minitab 

software. The statistical characteristics and 

correlation coefficient between SAR and different 

hydro-chemical parameters of the river water 

samples are provided in tables 2 and 3, 

respectively. For the M5 model tree-based 

.regression approach, only one parameter, i.e. the 

minimum number of training examples to be 

allowed at a leaf node, needs to be determined for 

a given dataset. After several trials, a value of four 

numbers of training examples was found to 

perform well with the dataset used. The use of 

ensemble approaches also requires setting of 

different user-defined parameters. In order to have 

the uniformity in number of times, a base model 

was used (i.e. M5 model tree), an amount of 10 

was chosen for all the four ensemble methods. 

The optimal values for the other parameters with 

different ensemble approaches are provided in 

table 4. 

Table 1. Detailed information of hydrometric stations. 

St. No. St. Name Longitude Latitude Height (m) 

1 Bibakran 00-44-54 00-37-17 1570 
2 Dizaj 00-45-04 00-37-23 1320 

3 Babaruod 00-45-14 00-37-24 1285 
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Figure 1. Location map of Barandoozchay watershed and hydrometric stations. 

Table 2. Statistical characteristics of observed water quality data in Barandoozchay station. 

 

 

 

 

 

 

 

Table 3. Cross-correlation coefficient between SAR and other water quality parameters. 

Parameter 
Cross-

Correlation 

Na 0.954 

SO4 0.269 

Cl 0.214 

EC 0.207 

Mg 0.121 

pH 0.059 

HCO3 0.055 

Ca -0.037 

TDS 0.21 

Table 4. User-defined parameters for different ensemble approaches. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Parameter Minimum Maximum Mean Standard Deviation Unit 

TDS 96.20 500.5 282.483 74.942 Mg/L 
EC 148 770 434.589 115.296 mmhos/cm 

pH 6.50 9.97 7.611 0.389 - 

Cl 0.00 1.00 0.322 0.143 Mg/l 
SO4 0.05 5.00 0.801 0.427 Mg/l 

Ca 0.80 5.00 2.954 0.767 Mg/l 

Mg 0.20 4.40 1.742 0.707 Mg/l 

Na 0.10 1.20 0.300 0.145 Mg/l 

HCo3 1.40 7.30 4.021 1.110 Mg/l 
SAR 0.055 0.818 0.197 0.094 Mg/l 

Ensemble approach User-defined parameters 

Stochastic gradient 
Boosting 

Shrinkage rate = 1 

Random sub-space 
Size of each subspace = 0.5 (if less than 1, percentage of the number of 

attributes) 

Bagging Size of each bag = 100% (i.e. percentage of training data in each iteration) 

Rotation forest 
Percentage of instances to be removed in each iteration = 50% 

P = 3 
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The use of GA as a search algorithm with the M5 

model tree-based variable-selection approach 

requires setting parameters. After a large number 

of trials, the population size and number of 

generations = 50, probability of cross-over = 0.8, 

and probability of mutation = 0.033 were found to 

optimize the performance.  

To judge the performance of the M5 model tree, a 

ten-fold cross-validation was used for model 

training and validation. Cross-validation is a 

method of estimating the accuracy of a regression 

model, where the input dataset is divided into 

several parts (say ten in ten-fold cross-validation), 

with each part, in turn, used to test a model fitted 

to the remaining parts. Thus the classification 

algorithm trains ten times with different datasets. 

Ultimately, the average error is obtained from the 

ten calculated error values. Three different 

statistical criteria including the correlation 

coefficient (CC), root mean square error (RMSE), 

and mean absolute error (MAE) were calculated 

for evaluating the success of different models in 

predicting the SAR values. The higher values of 

CC and the lower values of RMSE and MAE 

indicate a better performance by the model. 

3. Results 

Table 5 provides the correlation coefficient, 

RMSE, and MAE values using different ensemble 

approaches with the M5 model tree as a base 

regression model. The predictions by different 

ensemble approaches were compared with the 

actual SAR values and plotted in figure 2. The 

results tabulated in table 5 suggest an encouraging 

performance by the stochastic gradient boosting, 

bagging, and rotation forest-based ensemble 

approaches compared to the M5 model tree-based 

approach for the prediction of SAR values. The 

correlation coefficient value of 0.9978 (RMSE = 

0.0062, MAE = 0.0031) indicates improved 

performance by stochastic gradient boosting-

based approach in comparison with the other three 

ensemble approaches. These results also indicate a 

poor performance by random subspace-based 

ensemble even in comparison with the simple M5 

model tree approach. A possible reason for this 

may be attributed to the choice of input variables 

selected during various runs of the random 

subspace-based ensemble approach. 

Table 5. Values of different statistical measures obtained using different ensemble approaches with M5 model tree with 

different input variables. 

Model used 

With nine input parameters (TDS, Ec, pH, HCO3, 

Cl, SO4, Ca, Mg, Na) 

With 4 input variables (Cl, Ca, Mg, Na) selected by 

wrapper-based variable selection approach 

CC RMSE MAE CC RMSE MAE 

M5 model tree 0.9960 0.0085 0.0041 0.9975 0.0067 0.0031 

Stochastic gradient 

Boosting 
0.9978 0.0062 0.0031 0.9986 0.0050 0.0023 

Bagging 0.9966 0.0078 0.0038 0.9975 0.0067 0.0031 

Random space 0.9446 0.0435 0.0282 0.9399 0.0489 0.0319 

Rotation forest 0.9976 0.0066 0.0030 0.9980 0.0060 0.0027 

The scatter plot displayed in figure 2 also justifies 

the improved performance by different ensemble 

approaches, except the random sub-space method, 

which under-predicts all the SAR values lying in 

the range of 0.25-1 and over-predicts all values 

lying between 0 and 0.25.  

The results of the wrapper-based variable 

selection approach indicate that only four input 

variables (i.e. Cl, Ca, Mg, Na) are enough to 

predict the SAR values using the M5 model tree-

based regression approach. 

Thus to evaluate the performance of this 

combination of input variables in predicting the 

SAR values, different models using the M5 

approach as well as all the four ensemble 

approaches were generated. Table 5 also provides 

the CC, RMSE, and MAE values achieved by 

different models with four selected input 

variables. 

The results with the M5 model tree and various 

ensemble approaches using four selected variables 

indicate an improved performance by the reduced 

dataset in comparison wih the dataset consisting 

of all the nine variables, except in the case of the 

random subspace-based approach.  The M5 model 

tree, when used with this reduced dataset, 

achieves better results in terms of CC, RMSE, and 

MAE (Table 5) in comparison with the datasets 

consisting of all the nine variables. The results 

from table 5 suggest that a stochastic gradient 

boosting-based ensemble approach again performs 

well in comparison with the other approaches with 

reduced dataset as well. The scatter plot between 

the actual and predicted SAR values using four 

input variables (Figure 3) also indicates that most 

of the predicted values by different approaches lie 

on the line of perfect agreement, thus justifying 

the larger values of correlation coefficient. 
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Further, the results of the random subspace-based 

ensemble approach with reduced dataset are 

similar to those obtained with the nine input 

variables, justifying that this approach cannot be 

suggested to predict the SAR values for the type 

of dataset used in this work. 

 

 
Figure 2. Actual vs. predicated SAR value by different ensemble approaches using M5 model tree and nine input variables. 

 

 
Figure 3. Actual vs. predicated SAR value by different ensemble approaches using M5 model tree and four input variables. 
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Figure 4. Linear models for SAR prediction using M5 model tree with four input variables selected using variable selection 

approach. 
 

Except performing well to predict the SAR values, 

the M5 model tree provides a simple linear 

relation between SAR and different input 

variables. Figure 4 provides the equations 

obtained by the M5 model tree using four input 

variables (Cl, Ca, Mg, Na) to predict the SAR 

values. These equations can easily be used to 

predict the SAR values by field engineers for the 

datasets lying within the ranges of the data used in 

this work. 

 

4. Discussion and conclusions 

The results obtained for this work demonstrate an 

encouraging performance by the proposed 

wrapper-based variable selection approach and 

different ensemble approaches to predict the SAR 

values. Except for the random sub-space 

approach, other ensemble approaches perform 

well in comparison with the M5 model tree 

algorithm. Another conclusion from this work is 

that the wrapper-based variable selection 

approach is able to reduce the number of variables 

required to predict the SAR values quite 

effectively. The reduced dataset was found to 

perform well in comparison with the dataset using 

all the nine input variables. In spite of improved 

performance by various ensemble approaches 

with the M5 model tree as the base algorithm, two 

issues, the increased computation cost and 

difficulty to interpret models, are still a challenge 

to researchers while dealing with ensemble 

learning. Furthermore, the choice of the base 

algorithm and the user-defined parameters 

required by different ensemble approach may 

affect the generalization capability of a base 

algorithm, suggesting the need for more research 

works with other base algorithms such as neural 

network and support vector machines. 

The quality of the data mining technique is seen to 

depend on reliable and sufficient input data. With 

appropriate inputs, it is possible to monitor the 

quality of parameters such as SAR for a suitable 

management, and thereby, avoid negative impacts 

such as by pollution. A result is improvement in 

the social use of water resources in areas such as 

the Urmia lake basin. 
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  گروهی 5مدل سازی نسبت جذبی سدیم مبتنی بر مدل درختی ام
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 چکیده:

هدای جمعدی خروجدی معرفدی رردیددر روش (SAR) بینی نسبت جذبی سددی جهت پیش 5چهار رویکرد جمعی برمبنای مدل درختی ام در این مقاله

شدود  اراهده دهنددر در ایدن که تنها از یک مدل استفاده مینیهای دقیقتری نسبت به زماکنند تا جوابسیونی چندرانه را با ه  ترکیب میهای رررمدل

تفاده در ایدن تققیدم مربدوه بده های مدورد اسدتقویتی فزاینده  کیسه کردن  چرخش جنگل و زیرفضای تصادفی بکار ررفته شدر دادههای مطالعه روش

باشدر سه معیدار ارزیدابی شدامل بدریب همبسدتگی  ریاده میدانگین مورد نمونه برداری شامل نه پارامتر از رودخانه باراندوزچای در غرب ایران می 444

های رروهی استفاده رردیدر برای انتخاب متغیرهای ورودی مفید جهدت و میانگین خطای مطلم برای انتخاب و قضاورت در مورد دقت مدلمربعات خطا 

هدای مدورد تفاده قدرار ررفدتر لملکدرد خدوب روشبندی و ژنتیک مدورد اسدهای بستهدو روش انتخاب ویژری شامل الگوریت  SARپیش بینی مقادیر 

 ررددرها میانگیزه استفاده از این روشبالث افزایش  SARمین مقادیر استفاده جهت تخ

   الگوریت  ژنتیک  ایرانر5کاوی  مدل درختی امکیفیت آب  نسبت جذبی سدی   داده کلمات کلیدی:

 


