Barani & Nezamabadi-pour/ Journal of Al and Data Mining, Vol 6, No 1, 2018.

problems, the Max-Ones, and Royal-Road
functions to validate the superiority of the
proposed algorithm. The experimental results are
summarized in tables 2-5. In the following
sections, the benchmark binary problems will be
clarified in detail. It is noteworthy that all
experiments have been implemented on the
Matlab environment on a system with 2.40 GHz
CPU and 4 GB of RAM.

BQIABC algorithm

t=0,RB(t)=0.FwW (t)={
Initialize Q (t) (Eg. 10 and 11)
Repeat
Observe Q (t)and make FW (t) (Fig. 2)

Calculate fitness values of F, (t)eFW (t)
Update FB (t)
for each employed bee i do

Generate a new quantum food source g; in the

neighborhood of q; using Equations (12,13,14)
Observe g, and make F, by (Fig. 2)

Calculate fitness value of f,

if fit (B, ) > fit (B, ) then

q; =q;

B, =B,
end if
end for

for each onlooker bee i do
Calculate the probability of food sources using Eq. 4

Select a quantum food source q; based on probability
values
Generate a new quantum food source q; in the

neighborhood of q; using Equations (12,13, 14)
Observe q; and make B; by (Fig. 2)
Calculate fitness value of f

if fit (B, ) >fit (B, ) then

qj =qj
Bj :Bj
end if
end for

Determine abandoned food source and replace it with a
new quantum food source for the scout bee
Memorize the best food source found so far
t=t+1
Until (a termination condition is met)

Figure 3. Pseudo code of BQIABC algorithm.

4.1. Knapsack problem

The 0/1 knapsack problem is one of well-known
binary encoded optimization problems. Given a
set of N objects, where each object i having a
weight w, and a profit p, and a knapsack with
limited weight capacity C. The aim of problem is
filling the knapsack with a subset of objects in
such a way that the sum of weight of selected
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objects does not exceed the specified capacity of
knapsack, whereas their profit is maximized. The
0/1 knapsack problem can be explained as
follows:

Maximize : " p; X, (15)
i=1

Subject to the constraint:

> w,x; <Cx; €{0,1 (16)

i=1

where, x; is 0 or 1. If x, takes the value of “1”,

the object i is selected, otherwise the object is not
selected for knapsack.

In the recent years, researchers have proposed
several exact methods based on branch and bound,
dynamic programming, and heuristic methods to
deal with the knapsack problems. In this study,
five test cases of the 0/1 knapsack problem with
50, 200, 400, 600, and 1000 items are employed
to assess the BQIABC algorithm. All test cases
are created by strongly correlated sets of data
[38]. The unsorted data considered by Zhang [43]
on the knapsack problems with 50, 200, and 400
items and the unsorted data has been considered
by Nezamabadi-pour [27] on the knapsack
problems with 600 and 1000 items. Also some of
experiments reported on them are used for
comparison between the proposed algorithm and
other algorithms.

4.2. Binary benchmark functions

Max-ones and Royal-Road are maximization
benchmark functions in binary space (see Table
1). In this study, the Max-Ones function with
dimensions n =40,80,160,320,640 and the

Royal-Road function with dimensions
n =40,80,160,320 were used to assess the

performance of the BQIABC algorithm.

4.3. Comparative algorithms

To confirm the superiority of the proposed
algorithm, it was compared with ten binary
encoded heuristic algorithms. The proposed
algorithm was applied on the Max-Ones, Real-
Road functions, and the 0/1 knapsack problem.
For comparison, we implemented KQABC [41]
and used the results reported by Nezamabadi-pour
[27] for the binary quantum-inspired particle
swarm optimization (BQIPSO) [44], binary
particle swarm optimization (BPSO) [45],
modified binary particle swarm optimization
(MBPSO) [46], binary gravitational search
algorithm (BGSA) [47], and novel binary
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differential evolution NBDE [48] and the results
given by Zhang [43] for the original binary

guantum-inspired evolutionary algorithm
(BQIEAO) [38], modified BQIEA by
incorporating cross-over and mutation operators
(BQIEAcm) [49], modified BQIEA by
introducing new rotation Q-gate strategy
(BQIEAN) [50] and conventional genetic
algorithm (CGA).
Table 1. Binary benchmark functions.

Name Function S
Max-Ones f (Xi)=zn“x d [0y
Royal-Road f(xl):i[ ﬁ xI"J [{0,1}]"

d=1\ j=8(d-1)+1

4.4. Comparative study
The comparison between binary algorithm is

performed based on three criteria, the best, mean,
and the worst solution found. The comparison
results are reported as the mean of 30 independent
runs. In BQIABC, the maximum number of
iterations and the parameter value of limit are
set to 1000 and 200, respectively. The colony size
is considered to be 20.

The 6., and @ value are set to 0.05z and

max
0.001m, respectively. Table 2 presents the
comparison results of the performance of
BQIABC with those of CGA, BPSO, MBPSO,
NBDE, BGSA, BQIEAo, BQIEAcm, BQIEAN
and BQIPSO on solving the knapsack problem
with 50, 200, and 400 items.
Rows captioned by “BS”, “MBS”, and “WS”
report the best of the best profits, mean best
profits, and worst of the best profits over 30 runs.

Table 2. Comparison between BQIABC and other algorithms using the knapsack problems with 50, 200, and 400 items.

Items  Criteria CGA BPSO MBPSO NBDE BGSA BQIEA0o BQIEAcm BQIEAn BQIPSO BQIABC
BS 296.45 307.05 30223  301.98 312.16 312.17 312.13 307.25 312.22 312.23
50 MBS 287.29 303.22 29757 29841 307.32 307.40 306.86 304.24 307.67 311.09
WS 282.00 29721 29525  296.03 306.74 307.21 302.24 299.23 302.23 310.33
BS 104798 110793 1078.27 108235  1147.92 1178.22 1173.18 1102.08 1193.31 1198.22
200 MBS 1027.13 1089.85 1069.09 1070.09  1120.18 1166.67 1156.22 1090.64 1184.91 1188.79
WS 1017.15 1078.04 1058.55 1060.72  1078.29 1153.27 1143.20 1077.45 1178.23 1185.69
BS 2120.54 221046 2175.19 2181.15  2255.59 2341.36 2336.41 2211.12 2396.42 2410.94
400 MBS 2100.85 2190.18 2156.64 2164.15 2219.28 2322.47 2315.92 2190.67 2380.10 2407.08
WS 2086.29 2175.00 2140.68 2146.38 2191.14 2300.49 2291.25 2165.62 2366.02 2395.89

The results summarized in table 2 denote that
BQIABC can present the better solutions than the
other binary algorithms for all test cases. The
largest difference in the performance between
BQIGSA and other binary algorithms occurs in
the test case with 400 items. It implies that
BQIABC in more complex problems, due to its
higher exploration ability, provides better results
than the other binary algorithms.

Also we carried out experiments on the higher-
dimensional cases of the 0/1 knapsack problem
with 600 and 1000 items. The comparison results
of BQIABC with BPSO, BGSA, and BQIPSO are
tabulated in table 3.

From table 3, it can be observed that BQIABC
finds the solutions with higher profits in
comparison with the other comparative binary
algorithms. As it can be seen, the distinction
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between the results found by BQIABC and the
other comparative algorithms is very noticeable.

In [41], a basic version of quantum ABC, called
KQABC, is presented to solve the 0/1 knapsack
problem. Authors used a raw relation to produce
and update food sources.

To confirm the superiority of BQIABC to the
KQABC algorithm in solving the 0/1 knapsack
problem, the KQABC algorithm was implemented
based on the description provided in that paper,
and the results obtained were compared with the
proposed algorithm. These algorithms were
implemented in the same conditions. The results
obtained are tabulated in table 4.
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Table 3. Comparison between BQIABC and some binary
algorithms using knapsack problems with 600 and 1000

items.

Items Criteria  BPSO BGSA BQIPSO BQIABC
BS 3265.45  3415.23 3564.97 3585.23
600 MBS 3242.03  3379.19 3545.32 3577.02
WS 3219.77 3318.24 3519.56 3573.43
BS 5349.12 5439.99 5866.55 5929.91
1000 MBS 5328.96  5403.17 5832.95 5911.22
WS 5306.90 5318.24 5803.74 5887.89

Table 4. Comparison between BQIABC and KQABC.

item
50 200 400 600 1000
criteria
o BS 279.26 1028.22 2087.63 3000.12 5229.7
m
é, MBS 276.02 1022.94 2087.59 3100.05 5205.51
X
WS 272.77 1017.74 2087.57 3100.03 5181.29
o BS 312.23 1198.22 2410.94 3585.23 5929.91
m
é MBS 311.09 1188.79 2407.08 3577.02 5911.22
m
WS 310.33 1185.69 2395.89 3573.43 5887.89

Table 4 denotes that the results found by BQIABC
in comparison with KQABC have very large
distinctions, and our proposed algorithm can

provide better solutions for the 0/1 knapsack
problem. The performance of BQIABC, BPSO,
BGSA, and BQIPSO in solving two well-known
binary benchmark functions with several sizes
was compared in table 5. The binary functions are
given in table 1. The Max-Ones function with
different sizes n =40,80,160,320,640and the
Royal-Road function with different sizes
n =40,80,160,320 are considered to assess the

performance of the proposed algorithm. For small
size cases on solving the Max-Ones, BGSA, and
BQIPSO can be found optimal solutions but by
increasing the size of problem, their performance
is reduced. This reduction is very sensible for
BGSA. In Max-Ones with sizes of 320 and 640,
there was a considerable difference between
BQIABC and other comparative algorithms. The
results obtained for BGSA and BQIABC are
almost the same on solving the Royal-Road with
size of 40 and 80. BQIABC is able to outperform
BGSA, BQIPSO, and BPSO in the sizes of 160
and 320. In all sizes of Royal-Road, there was a
significant distinction between BQIABC and
BPSO, and between BQIGSA and BQIPSO.

Table 5. Comparison between BQIABC and some binary algorithms using Max-Ones and Royal-Road with different sizes.

Function Criteria BPSO [43] BGSA [47] BQIPSO [44] BQIABC
BS 40 (1) 40 (1) 40 (1) 40 (1)
Max-Ones(40) ws 38 40 40 40
MBS 39.251 40 40 40
BS 74 (2) 80 (1) 80 (1) 80 (1)
Max-Ones(80) ws 69 79 80 80
MBS 71.15 79.65 80 80
BS 129 (2) 160 (1) 160 (1) 160 (1)
Max-Ones(160) WS 123 153 160 157
MBS 125.35 157.32 160 159
BS 237 (4) 302 (3) 319 (2) 320 (1)
Max-Ones(320) WS 219 291 314 318
MBS 227.05 308.60 316.95 319
BS 422 (4) 553 (3) 606 (2) 632 (1)
Max-Ones(640) WS 408 513 586 627
MBS 413.60 529.85 596.15 630
BS 4(2) 5(1) 4(2) 5(1)
Royal-Road(40) WS 2 5 1 5
MBS 2.95 5 2.7 5
BS 5(3) 10 (1) 7(2) 10 (1)
Royal-Road(80) WS 3 8 2 9
MBS 3.80 9.25 3.60 9.5
BS 5 (4) 15 (2) 10 (3) 16 (1)
Royal-Road(160) WS 4 10 3 15
MBS 42 11.55 6.50 15
BS 6 (4) 15 (3) 18 (2) 24 (1)
Royal-Road(320) WS 4 9 8 21
MBS 5.00 11.19 12.00 225
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Figure 4. Effect of population size on average best profits obtained by BQIEANn, BQIEAcm, BQIEAo, BQIPSO, BGSA, and
the proposed algorithm. The different swarm sizes are 10, 40, 60, 80, 100, and 200.

It can be observed in table 4 that BQIABC is able
to provide better solutions in comparison with the
other binary algorithms. The ability of the
proposed algorithm to solve the binary encoded
problems with larger sizes is mostly intuitive. In
the table, rows captioned by “BS”, “WS”, and
“MBS” report the best solution, worst solution,
and mean best solutions over 30 runs,
respectively. In Max-Ones and Royal-Road, the
maximum number of iterations and the colony
size were selected as 1000 and 20, respectively.

Figure 4 illustrates the relationship between the
population size and the average best profits on the
knapsack problem with 200 items. The results
observed in this figure were achieved by the
proposed algorithm and five binary comparative
algorithms over 30 independent runs. These
comparative  algorithms include  BQIEAN,
BQIEAcm, BQIEAo0, BQIPSO, and BGSA. The
results for BQIPSO, BGSA and BQIEAN,
BQIEAcm, BQIEAO have already been reported
by H. Nezamabadi-pour [27] and G. Zhang [43],
respectively. The information presented in figure
4 indicates that the increasing population size has
the most influence on the optimal solutions
obtained by BGSA and BQIEAN. Especially,
BGSA has a significant increase from population
size of 10 to 60. The BQIABC algorithm with
population size of 20 could find the best solution
with a profit of 1198.22. With increasing
population size, the algorithms are able to find
better solutions in the search space but to the
contrary, the running time of algorithms will
increase. In comparison with the other algorithms,
BQIABC provides a better solution in all cases. In
this study, the population size is considered to be
20 for the knapsack problem in all experiments.
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5. Conclusions and future works

In the recent vyears, various versions of
optimization algorithms have been widely used to
solve binary problems. The artificial bee colony
(ABC) is an evolutionary optimization algorithm
motivated by the intelligence foraging behavior of
real bees.

In this paper, we proposed a new quantum-
inspired version of the ABC algorithm, called
binary quantum-inspired artificial bee colony
algorithm (BQIABC), to effectively solve
combinatorial problems in binary space by
applying some concepts of gquantum computing
such as a quantum bit and superposition of states
in the standard ABC algorithm. BQIABC, due to
its higher exploration ability, can provide a robust
tool to solve binary optimization problems.
BQIABC preserved the initial structure of the
standard ABC algorithm. However, the concept of
position of food sources and their updating
process were replaced with new concepts. In this
study, the 0/1 knapsack problem, Max-Ones, and
Royal-Road functions were employed as binary
optimization problems. To emphasize the
effectiveness of BQIABC algorithm, a
comparative study was done with ten other binary
optimization algorithms. The comparison results
illustrate that BQIABC can overcome other
comparative algorithms. Also it seems that
BQIABC has the ability to solve other binary
optimization problems. We can consider this
extension as one of the future works of this study.
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