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 Fraud in financial data is a significant concern for both businesses and 

individuals. Credit card transactions involve numerous features, some 

of which may lack relevance for classifiers and could lead to 

overfitting. A pivotal step in the fraud detection process is feature 

selection, which profoundly impacts model accuracy and execution 

time. In this paper, we introduce an ensemble-based, explainable 

feature selection framework founded on SHAP and LIME algorithms, 

called "X-SHAoLIM". We applied our framework to diverse 

combinations of the best models from previous studies, conducting 

both quantitative and qualitative comparisons with other feature 

selection methods. The quantitative evaluation of the "X-SHAoLIM" 

framework across various model combinations revealed consistent 

accuracy improvements on average including increases in Precision 

(+5.6), Recall (+1.5), F1-Score (+3.5), and AUC-PR (+6.75). Beyond 

enhanced accuracy, our proposed framework, leveraging explainable 

algorithms like SHAP and LIME, provides a deeper understanding of 

features' importance in model predictions, delivering effective 

explanations to system users. 

 

Keywords: 
Fraud Detection, Machine 

Learning, Feature Selection, 

Ensemble Learning, Explainable 

AI, Data Mining. 

 

*Corresponding author: 

h_rahmani@iust.ac.ir (H. Rahmani). 

1. Introduction 

In the recent years, numerous studies have explored 

the use of machine learning methods to identify and 

prevent fraudulent transactions [1,2]. Some of the 

fundamental challenges in detecting financial fraud 

are outlined below [3-7]: 
1. Limited access to real-world data sets  

2. Imbalanced class distribution  

3. Feature engineering  

4. Feature selection 

5. Sequence modeling  

6. Explainability 

Credit card transactions typically have a large 

number of features. Some features may not be 

meaningful to the classifiers or lead to overfitting 

(features that have many categorical values or are 

too sparse). Additionally, the feature selection step 

can enhance both the speed and performance of 

classifiers [7]. 

Explaining the operations of complex models poses 

a significant challenge, especially in security 

domains with sensitive data. Clear explanations for 

system users are crucial, emerging as an ethical and 

legal imperative in many applications [8, 9]. 

To address the challenges mentioned earlier, we 

introduce an "ensemble-based explainable feature 

selection framework" known as "X-SHAoLIM.". 

We employ an ensemble approach and thoroughly 

assess its effectiveness across various 

combinations of the best models in the state-of-the-

art. 

SHAP and LIME are two key explainability 

algorithms. The SHAP (SHapley Additive 

exPlanations) algorithm, developed by Lundberg 

and Lee in 2017, employs concepts from game 

theory to provide localized explanations for 

forecasting models. In the context of game theory, 

the model serves as the rules of the game, and 

features are akin to potential players. SHAP 

calculates the Shapley value by evaluating the 

model across various combinations of input 
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features, quantifying the average difference in 

predictions when a specific feature is present 

versus when it is absent—a measure that reveals 

the contribution of each feature to the model's 

prediction [10, 11]. 

On the other hand, the LIME (Local Interpretable 

Model-agnostic Explanations) algorithm serves as 

a local explainability method by systematically 

adjusting input parameters and observing resulting 

changes in the output. This approach enhances 

understanding of the model's predictions, 

pinpointing, which input variables significantly 

influenced the outcome for a specific sample [10]. 

From a technical perspective, LIME generates a 

new dataset centered around the examined sample, 

obtains model predictions for these perturbed 

instances, and subsequently trains an interpretable 

model, such as linear regression, on this augmented 

dataset. The process assigns greater weight to 

instances closer to the original sample, providing 

local explainability for the analyzed data point 

[12]. 

The structure of this paper is as what follows. 

Section 2 reviews prior research across ensemble 

learning, feature engineering, and explainability. In 

Section 3, we describe our fraud detection process. 

The main contribution of our paper is in the feature 

selection stage. Section 4 evaluates our framework 

for quantitative and qualitative comparisons with 

other feature selection algorithms like ANOVA, 

random forest, and XGBoost. Section 5 includes a 

summary and conclusion, and proposes promising 

directions for future research. 

 

2. Background 

In this section, we review previous works in the 

field of ensemble learning, feature engineering, and 

explainability. Ensemble learning models, 

comprising multiple sub-models, have consistently 

demonstrated superior performance when 

compared to individual models such as logistic 

regression, artificial neural networks, support 

vector machines, and k-nearest neighbors [13]. 

Several studies have found that random forests are 

among the most effective ensemble methods [14-

17]. 
Randhawa et al. [18] initially employed standalone 

standard models for credit card fraud detection. 

Subsequently, they explored the combination of 

models using the AdaBoost and Majority Vote 

techniques. To assess the algorithms' resilience 

against noisy data, noisy data samples were 

introduced. The experimental outcomes ultimately 

indicated that the Majority Voting method 

exhibited commendable accuracy in credit card 

fraud detection, and demonstrated robust 

performance even in the presence of noisy data.  

Figuerola et al. [19] investigated the performance 

of tree-based ensemble learning algorithms in 

detecting fraudulent transactions. They specifically 

examined random forest, bagging, XGBoost, 

LightGBM, and CatBoost classifiers. They used 

ANOVA for the feature selection step. Their 

findings revealed that boosting classifiers 

outperformed bagging classifiers in fraud 

detection, with LightGBM achieving the most 

favorable results across multiple metrics including 

F1, MCC, and AUC-PR. 

Since raw input features are not sufficient to detect 

fraudulent transactions, feature engineering 

strategies have been proposed. Feature selection 

both removes redundant features and increases 

learning accuracy [15, 20]. Saheed et al. [21] dealt 

with fraud detection using a genetic algorithm as a 

feature selection method. They first selected the top 

8 features, and used those features in NB, RF, and 

SVM algorithms for fraud detection on the German 

credit card dataset. The experimental results 

showed that the random forest performs better than 

NB and SVM.  

Emmanuel Ileberi et al. [22] introduces a Genetic 

Algorithm (GA)-based feature selection method 

combined with Random Forest (RF), Decision Tree 

(DT), Artificial Neural Network (ANN), Naive 

Bayes (NB), and Linear Regression (LR) 

classifiers for credit card fraud detection. Results 

on a European cardholders dataset reveal superior 

performance, with GA-RF achieving 99.98% 

accuracy. Validation results demonstrate GA-DT's 

100% accuracy and GA-ANN's AUC of 0.94, 

showcasing the framework's effectiveness for fraud 

detection. Bharat Padhi et al. [23] addressed 

challenges in credit card fraud detection by 

proposing a novel feature selection method, Rock 

Hyrax Swarm Optimization Feature Selection 

(RHSOFS), inspired by natural swarm behavior. 

Employing supervised machine learning, the 

approach enhances fraud identification by selecting 

optimal features from high-dimensional datasets 

generated from European cardholder dataset. In a 

comparative analysis, RHSOFS surpasses existing 

methods including Differential Evolutionary 

Feature Selection (DEFS), Genetic Algorithm 

Feature Selection (GAFS), Particle Swarm 

Optimization Feature Selection (PSOFS), and Ant 

Colony Optimization Feature Selection (ACOFS), 

demonstrating superior efficiency. SHAP and 

LIME algorithms are among the explainability 

algorithms utilized in various studies [24-29]. 
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Sindhgatta et al. [26] employed SHAP and LIME 

algorithms to interpret predictions from diverse 

models using user log data, highlighting the 

inadequacy of relying solely on performance 

metrics. Their study emphasized the crucial role of 

model explanations in revealing feature 

significance and recommended incorporating 

explainability assessments alongside traditional 

performance metrics for comprehensive model 

evaluations.  

Psychoula et al. [27] conducted a comparison of 

SHAP and LIME explainability algorithms within 

the realm of real-time fraud detection, spanning 

both supervised and unsupervised models. Their 

findings indicated that the SHAP algorithm yields 

more dependable results than the LIME algorithm. 

However, the LIME algorithm is recommended for 

real-time explainability purposes. 

 

3. Methodology 

In this section, we introduce our fraud detection 

process, “step by step” as shown in figure 1. Each 

section describes each step (Feature Extraction and 

Feature Engineering steps described in one 

section). The main contribution of our paper is in 

the “feature selection step”. 

 

3.1. Dataset  
As seen in the background, most studies in credit 

card fraud detection utilized the European credit 

card dataset [30], in which all the predictors are 

continuous and resulted after Principal Component 

Analysis (PCA) transformation. It is unknown the 

extent to which their findings can be generalized to 

datasets that contain a mix of continuous and 

categorical predictors. Thus we utilized a dataset 

[31] comprising credit card transactions, 

encompassing information from 1,000 American 

customers. It consists of 1,852,394 transactions and 

23 columns, encompassing both numeric and 

categorical features. The "is_fraud" column serves 

as the target label, indicating the fraudulent or legal 

nature of each transaction. Notably, this dataset is 

highly imbalanced, with fraudulent transactions 

accounting for a mere 0.52% of the total 

transaction count. Table 1 shows the columns of 

this dataset. 

 

3.2. Exploratory data analysis 

In order to gain an overview of the dataset, we 

perform Exploratory Data Analysis (EDA), which 

includes the following steps: 

 Investigating the number of unique values 

in non-continuous features. 

 Checking the range of continuous features. 

 Analyzing feature values to distinguish 

between fraudulent and legitimate 

transactions. 

 Identifying feature values that occur most 

frequently in fraudulent transactions. 

 

According to Figure 2, the features “trans_num”, 

“unix_time”, “trans_date_trans_time”, 

“merch_long”, and “merch_lat” have the most 

distinct values. 

Irrelevant features such as unique identifiers, 

features with a high number of unique values, and 

redundant features were removed from the dataset 

to prevent models from overfitting. 

Figure 1. Steps of fraud detection process in our paper. 
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Figure 2. Features with most unique values. 

 

The attributes “trans_num”, “unix_time”, 

“merch_lat”, and “merch-long” were removed 

initially, and the attribute “trans_date_trans_time” 

was subsequently removed after extracting 

meaningful features from it. According to Figure 3, 

the average amount of fraudulent transactions was 

$530, while the average amount of legal 

transactions was $67.  

 
Figure 3. The amount of fraudulent transactions is nearly 

10 times that of legitimate transactions. 

 

According to Figure 4, approximately 50% of the 

fraudulent transactions belong to the 

"grocery_pos" or "shopping_net" category. 

 
Figure 4. Top 10 frequent values of category for fraud (in 

percentage). Approximately 50% of the fraudulent 

transactions belong to the "grocery_pos" or 

"shopping_net" category. 

3.3. Sampling  
In order to train and evaluate our models, we 

divided the original dataset into the following three 

sets in a stratified manner: 

 Train set (including 60% of the original 

set) 

 Test set (including 20% of original 

datasets) 

 Validation set (including 20% of the 

original set) 

After dividing the original dataset into training, 

testing, and validation sets, we performed sampling 

only on the training set. In order to create the 

possibility of comparison with the same conditions, 

we follow Figuerola et al. [18] sampling approach, 

Feature/s Type Description 

is_fraud Binary Whether the transaction is fraud or not 

amt Continuous Amount of the transaction 

city-pop Continuous Population of the city the customer lives 

unix-time Continuous Time of the transaction in unix time 

trans-day-trans-time Interval-scale Date and Time of the transaction (trxn) 

dob Interval-scale Date of birth of the customer 

first / last Nominal First and Last name of the customer 

gender Binary Gender of the customer 

merchant Nominal Merchant the customer is paying to 

merch-lat / merch-long Continuous Merchant’s Latitude and Longitude 

street / city / state Nominal Street, City, and State where customer lives 

zip Nominal ZIP code on credit card 

lat / long Continuous Latitude and Longitude of the customer 

cc-num Nominal Credit card number of the customer 

trans-num Nominal Unique trxn num. for each and every trxn 

category Nominal Shopping category 

job Nominal Job of the customer 

Table 1. Dataset features. 
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and combine RUS and Borderline-SMOTE 

methods. Initially, the samples of the majority class 

were reduced to 20 times the number of samples in 

the minority class. Subsequently, the samples of 

the minority class were increased to 90% of the 

number of samples in the majority class. Figure 5 

illustrates the resulting imbalance ratio 

(legal/fraudulent) after sampling. 

 

Figure 5. Class distribution after applying sampling 

algorithms. 

 

3.4. Feature engineering  
Even though transactions involve numerous 

attributes, there is a necessity to create new 

attributes to enhance the description of 

transactions. Attributes such as 

“trans_date_trans_time” and “dob” do not provide 

valuable information to the model in their raw form 

due to their high number of unique values and 

should be replaced with more informative features. 

Additionally, the nature of the transaction sequence 

is often overlooked. For these reasons, it becomes 

essential to extract new features that provide a 

more detailed description of transactions, as 

detailed in Table 2.  

In this work, the Ordinal Encoding method was 

employed to encode ordinal variables, while the 

Target Encoding method was utilized to encode 

nominal variables. Subsequently, after converting 

the categorical features into continuous ones, the Z-

Score normalization method was applied. 

 

3.5. Feature selection (X-SHAoLIM 

framework) 
In this section, we describe our feature selection 

framework in detail. 

The main application of SHAP and LIME 

algorithms are explainability for model prediction. 

As seen in the background section, most papers use 

these algorithms to explain the predictions of their 

models. Also some studies used SHAP or LIME for 

feature selection “alone”. 

Our main idea is to use an “ensemble-based 

approach” in the feature selection step, focusing on 

the SHAP and LIME explainability algorithms 

(both algorithms form the main cores of the 

proposed framework and we used them in two 

different stages).  

We introduce our proposed framework as an 

"ensemble-based explainable framework" called 

"X-SHAoLIM". We used the word "framework" 

because we have actually introduced a new 

"structure" for feature selection. In every structure, 

the main components and how they interact and 

aggregate should be specified. Also, any structure 

should have the necessary flexibility to be used in 

any problem. Considering the previous two points, 

our framework includes three main components 

(according to Figure 6). 

 

a) Candidate feature selection stage: The SHAP 

algorithm forms the core of this component. At this 

stage, different algorithms can be placed next to the 

SHAP algorithm and aggregated (ensemble-based 

approach). Also it is possible to use the SHAP 

algorithm with one or multiple base models (BM). 

For example, we used ANOVA next to the SHAP 

algorithm, and used the LGBM model as SHAP’s 

base model. 

 

 b) Voting stage: In this stage, it is necessary to 

determine how to combine different features from 

each algorithm in the previous phase (common-

based, union-based or weighted-based). For 

example, we give more importance to the SHAP 

algorithm. We make the union of the top 10 

features of SHAP and the top 5 features of 

ANOVA. 

 

 c) Filtering stage: After extracting the top 

features from previous stage, we run the models 

with selected features on the “validation set”, and 

examine the confusion matrix to indentify false 

predicted cases (included false positives and false 

negatives).  

 

At this stage, we use the LIME algorithm to 

identify features that have a negative impact on the 

selected cases and remove them from the set of 

selected features. 

The “street” feature was detected as the feature that 

has the most negative effect on both false positive 

and false negative cases. 

Now it is clear why we called it an "ensemble-

based explainable framework".  
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We called it “X-SHAoLIM” because SHAP and 

LIME are the core algorithms of this framework 

and the first “X” character refers to the flexibility 

of this framework.  

It is possible to combine other feature selection 

algorithms in the candidate selection stage and 

various base models for both SHAP and LIME. 

Figure 6 shows how we used the X-SHAoLIM 

framework in our fraud detection process.

 

 

Feature Type Description Reference Features 

trans_month Nominal Month of the transaction trans_date_trans_time 

trans_day Nominal Day of the transaction trans_date_trans_time 

trans_hour_category Nominal 
Category of transaction hour (Evening, Morning, 

Aftternon, Night) 
trans_date_trans_time 

age Continuous Age of customer dob 

elapsed_time_seconds Continuous 
Different between previous and current transaction time 

for specific card 

trans_date_trans_time 

cc-num 

diff_amt Continuous 
Different between previous and current transaction 

amount for specific card 

trans_date_trans_time 

amt 
cc-num 

sum_amt_last_7_days Continuous 
Sum of transactions amount in the  last 7 days for specific 

card 

trans_date_trans_time 

amt 
cc-num 

sum_amt_last_14_days Continuous 
Sum of transactions amount in the  last 14 days for 

specific card 

trans_date_trans_time 

amt 

cc-num 

sum_amt_last_30_days Continuous 
Sum of transactions amount in the  last 30 days for 

specific card 

trans_date_trans_time 
amt 

cc-num 

sum_amt_last_60_days Continuous 
Sum of transactions amount in the  last 60 days for 

specific card 

trans_date_trans_time 

amt 
cc-num 

cc_count Continuous Count of credit card for each customer 
full_name 

cc-num 

full_name Nominal Full name of the customer (first name + last name) 
first 
last 

Table 2. Generated features from raw features. 

 

Figure 6. In our fraud detection process, we used X-SHAoLIM framework with above configuration in three stages (FS 

refers to Feature Selection algorithm and BM refers to Base Model). 
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Table 3. Results of feature selection algorithms based on four evaluation metrics, highlighting X-SHAoLIM as the top 

performer.

  

3.6. Modeling (Ensemble models) 

In this section, we introduce the models employed 

in the fraud detection process. As observed in 

previous works, tree-based ensemble models such 

as random forests, XGBoost, and LightGBM have 

consistently demonstrated superior    performance 

among other models. In addition to these eager  

models, we also included the KNN model, a lazy 

model. We use these four models to create various 

combinations. Each combination includes three 

base models. In each combination, 

we apply majority voting to create final prediction. 

In the following section, we evaluate the 

performance of the "X-SHAoLIM" framework on 

these combinations. 

 

4. Evaluation 

In this section, we evaluate the performance of the 

“X-SHAoLIM” framework both quantitatively  

and qualitatively.  

 

4.1. Quantitive evaluation 

For comparative analysis, we compare our 

framework result with three famous feature 

selection algorithms (ANOVA, Random Forest, 

and XGBoost) on different combinations of 

ensemble models, based on Precision, Recall, F1, 

and AUC-PR. The number of features in all feature 

selection algorithms and our framework is 10. 

Table 3 shows that the ANOVA algorithm exhibits 

the lowest level of accuracy in various 

combinations of models. In contrast, both the 

Random Forest and XGBoost algorithms 

demonstrate better performance, leading to 

increased accuracy. Finally, it is evident that the 

use of the "X-SHAoLIM" framework in the feature 

selection stage significantly increases the accuracy 

of the model, as in the improvement of accuracy 

(+5.6), recall (+1.5), F1 (+3.5), and AUC-PR 

(+6.75), compared to the least accurate algorithm  

 

 

(i.e. ANOVA). This framework outperforms other 

feature selection algorithms. 

As mentioned in section 3.1, most studies used the 

European credit card dataset, in which all features 

are continuous and were transformed by PCA. As 

seen in the background some studies used genetic 

algorithm or optimization algorithms on different 

datasets. But we can compare our results with the 

work that had the same condition (same dataset and 

same sampling ratio). Figola et al. [18] compared 

performance of bagging and boosting models on 

this dataset. They used the ANOVA algorithm in 

the feature selection step. They showed the LGBM 

model had the best performance (according to 

Table 4). 

 

Table 4. Compare our evaluation results with similar 

work on this dataset. 

Method Precision Recall 
F1-

score 
AUC-

PR 

 

LightGBM 

+ 
 ANOVA [18] 

57 89 70 73 

 

 (XGB +  LGBM 

+ KNN) 

 +  

X-SHAoLIM 

93 91 92 91 

 

Furthermore, beyond the accuracy enhancement, 

the proposed framework offers increased 

explainability in analyzing the impact of features 

on the models, which we will further examine. 

 

4.2 Quality evaluation 
Table 5 presents the top ten features identified by 

different algorithms.  

Notably, as observed in the EDA section (Figure 

3), there exists a significant disparity in the average 

Ensemble 
Model 

ANOVA Random forest XGBoost X-SHAoLIM 

PR RC F1 
AUC-

PR 
PR RC F1 

AUC-

PR 
PR RC F1 

AUC-

PR 
PR RC F1 

AUC-

PR 

RF + XGB 

+ LGBM 
91 86 89 86 94 87 90 90 95 88 91 90 97(+6) 88(+2) 92(+3) 93(+7) 

RF + XGB 

+ KNN 
91 85 88 83 93 86 89 86 95 86 90 88 97(+6) 86(+1) 91(+3) 90(+7) 

RF +  

LGBM + 

KNN 
92 84 88 84 94 85 89 88 96 86 90 89 98(+6) 86(+2) 91(+3) 91(+7) 

XGB +  

LGBM + 

KNN 
85 90 87 85 88 90 89 88 90 91 90 89 93(+8) 91(+1) 92(+5) 91(+6) 
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amount of transactions between the fraudulent and 

legitimate labels.  

According to Table 5, both the “amt” and 

“sum_amt_last_7_days” features emerge as the 

most important features across all three algorithms. 

Furthermore, the analysis of the 

“trans_hour_category” feature values in Figure 7 

reveals variations between different times of the 

day and night in terms of the occurrence of fraud.  

 

Table 5. Top ten features in other feature selection 

algorithms in the best model combination. 

 

It's worth noting that, unlike other algorithms, this 

feature does not appear among the top 10 features 

of the ANOVA algorithm (weakness of the 

ANOVA algorithm).  
 

 
Figure 7. Distribution of “trans_our_category” feature 

across labels, highlighting higher fraud occurrence 

during Night and Evening hours. 

Also sum_amt_last_60_days feature is seen among 

the selected features of ANOVA and random forest 

algorithms, but this feature is not among the 

selected features of XGBoost algorithm. The 

analysis of sum_amt_last_60_days attribute values 

shows that, unlike the amt attribute, there is no high 

difference between the average values of this 

attribute in fraudulent and legitimate transactions 

(Figure 8). 
 

 
Figure 8. Average of “sum_amt_last_60_days” per class 

label. Note the smaller gap between fraudulent and 

legitimate values compared to the “amt” feature. 

 

In the next phase, we examine the performance of 

the “X-SHAoLIM” framework. As depicted in 

Figure 9, similar to the XGBoost algorithm, the 

“trans_hour_category” feature is among the top 5 

features of “X-SHAoLIM”, while the 

“sum_amt_last_60_days” feature does not make it 

into the top 10 features. Additionally, unlike the 

previous three algorithms, the “full_name” feature 

is not included among the final features. 

According to Figure 9, analysis of the Filtering 

component revealed that, in both false positive and 

false negative samples, the “street” feature has the 

most negative effect on these cases. Consequently, 

it was removed from the set of selected features. 

Interestingly, this feature was among the top 10 

features in the ANOVA and XGBoost algorithms. 

Furthermore, as shown in Figure 10, both the 

“street” and “full_name” features have nearly 1000 

unique values, and these attributes are not included 

in the “X-SHAoLIM” attribute set. 

 

5. Conclusion and Future Works  

The feature selection step stands as a pivotal 

component in the fraud detection process, 

significantly influencing model accuracy and 

execution time.  

In this paper, we have introduced an “explainable 

feature selection framework” based on an ensemble 

approach. Our research work involved the 

application of the proposed framework to various 

combinations of the best models identified in 

previous works, followed by a comprehensive 

quantitative and qualitative comparison with other 

feature selection algorithms.

XGBoost Random forest ANOVA # 

amt amt 
sum_amt_last_7

_days 
1 

sum_amt_las

t_7_days 

sum_amt_last_7_day

s 
amt 2 

category 
sum_amt_last_14_da

ys 
sum_amt_last_1

4_days 
3 

trans_hour_c

ategory 
diff_amt 

sum_amt_last_3

0_days 
4 

diff_amt 
sum_amt_last_30_da

ys 
merchant 5 

full_name category category 6 

sum_amt_las

t_14_days 

sum_amt_last_60_da

ys 

sum_amt_last_6

0_days 
7 

merchant merchant street 8 

street trans_hour_category full_name 9 

elapsed_time

_seconds 
full_name city 10 
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Figure 9. Traversal of features in the stages of the X-SHAoLIM framework. The street feature was identified in the filtering 

stage and removed from the final feature set. 

 

 
Figure 10. Number of unique values for “street” and 

“full_name” features. They have an excessive number of 

unique values and are not included in the X-SHAoLIM 

feature set. 

 

The quantitative evaluation of the “X-SHAoLIM” 

framework across diverse model combinations has 

demonstrated substantial enhancements in model 

accuracy. Notably, we have observed significant 

improvements in Precision (+5.6), Recall (+1.5), 

F1-Score (+3.5), and AUC-PR (+6.75) compared 

to other feature selection algorithms, establishing 

its superiority. Furthermore, this paper has 

underscored the value of incorporating SHAP and 

LIME explainability algorithms into the feature 

selection process. Beyond enhancing model 

performance, these algorithms offer effective 

explanations of model behavior, adding an 

invaluable layer of transparency and 

interpretability to the fraud detection process. 

Looking ahead, future works can explore the 

application of our proposed framework to different 

datasets, diverse models, and varied combinations 

of models. Additionally, comparative studies with 

other feature selection algorithms can provide 

deeper insights into its performance and versatility. 
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X-SHAoLIM :یهاکارت یهاکشف تقلب در تراکنش منظوربه دیجد یژگیچارچوب انتخاب و کی 

 یاعتبار
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 چکیده:

از  یدارند که برخ یمتعدد یهایژگیو یاعتبار یهاکارت یهاتراکنش و افراد است. یتجار یهاسازمان یبرا یجد ینگران کی یمال یهادادهتقلب در 

است  هایژگیکشف تقلب، مرحله انتخاب و ندیدر فرآ یمرحله اساس کی برازش شوند. شی، نامرتبط باشند و منجر به ببندهارده یممکن است برا هاآن

 یهاتمیالگوربر  یمبتن ریپذحیتوضو  یجمع یژگیچارچوب انتخاب و کیمقاله، به ارائه  نیاست. ما در ا مؤثر هامدل یبر دقت و زمان اجرا شدتبهکه 

SHAP  وLIME تحت عنوان  میپردازیم(X-SHAoLIM.) اعمال کرده  نیشیپ یدر کارها هامدل نیمتنوع از بهتر باتیترک یچارچوب خود را بر رو ما

مختلف از  باتیترک یبر رو« X-SHAoLIM»چارچوب  یکم یابیارز .میپرداخت جیرا یژگیانتخاب و یهاتمیالگورآن با  یفیو ک یکم سهیو به مقا

 اری(، مع1.۵)+ ی(، فراخوان۵.۶صحت )+ یارهایمع بر اساس هامدلدقت  شیباعث افزا نیانگیم طوربه یشنهادیمنتخب نشان داد، چارچوب پ یهامدل

F1 +(3.۵)  وAUC-PR +(۶.۷۵شده و همچن )ریپذحیتوض یهاتمیالگور یریکارگبه لیبه دل نی SHAP  وLIME هایژگیو تیاز اهم یترقیعم، درک 

 .دهدیمارائه  ستمیبه کاربران س یمؤثر حاتیفراهم کرده و توض

 .یکاوداده ح،یقابل توض یهوش مصنوع ،یگروه یریادگی ،یژگیانتخاب و ،ینیماش یریادگیتقلب،  صیتشخ :کلمات کلیدی


