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 Link prediction (LP) has become a hot topic in the data mining, 

machine learning, and deep learning community. This study aims to 

implement bibliometric analysis to find the current status of the LP 

studies and investigate it from different perspectives. The present 

study provides a Scopus-based bibliometric overview of the LP 

studies landscape since 1987 when LP studies were published for the 

first time. Various kinds of analysis including document, subject, and 

country distribution are applied. Moreover, author productivity, 

citation analysis, and keyword analysis are used, and Bradford’s law 

is applied to discover the main journals in this field. Most documents 

were published by conferences in the field. The majority of LP 

documents have been published in the computer science and 

mathematics fields. So far, China has been at the forefront of 

publishing countries. In addition, the most active sources of LP 

publications are lecture notes in computer science including sub-

series lecture notes in Artificial Intelligence (AI) and lecture notes in 

Bioinformatics, and IEEE Access. The keyword analysis 

demonstrates that while social networks had attracted attention in the 

early period, knowledge graphs have attracted more attention, 

recently. Since the LP problem has been approached recently using 

machine learning (ML), the current study may inform the researchers 

to concentrate on ML techniques. This is the first bibliometric study 

of “link prediction” literature, providing a broad field landscape.  
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1. Introduction 

Link prediction (LP) is regarded as a sub-task of 

social network analysis (SNA) that provides us 

with the upcoming or implicit links of a network. 

The definition is composed of different 

components, which are presented in the following 

parts. 

 

1.1 Social networks  

A social network (SN) is defined as a social 

structure including some social actors (like persons 

or organizations), a series of dyadic relations, and 

other social communications among the actors. 

The SN view presents a set of approaches to 

analyze the entire social entities’ structure and 

different theories describing the models seen in 

those structures [1]. SNs are collections of entities 

or groups that are interconnected such as 

collaboration and socialization. In SNs, nodes and 

edges are used to symbolize entities and their 

interactions, respectively [2]. Overusing has led to 

the problem of examining and analyzing structures 

and shared content that comprises SNs. SNs have 

turned out to be significant data sources for 

examining the users’ features and rating 

personalities for different aims. Moreover, there 

are various research fields, like recommendation 

systems development for SN users [2], educational 

evaluations [3, 4], and sentiment [5]. 
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1.2 Social network analysis (SNA) 

The SNA notion was first suggested by Mitchell 

(1969). We could conduct a visual and 

mathematical examination of human relations via 

SNA that aids us to make sense of the SN, and the 

SNs’ complicated structure analyzes the SNs’ 

evolution and network dynamics, and notice 

complicated interaction patterns and common 

characteristics of the network. One of the major 

aims of SNA is to notice and recognize social 

relations patterns between actors and to categorize 

the effect (profits or limitations) of the social 

structure on the actors and network operations [6, 

7, 12]. 

Three major approaches to SNA include graph 

representation, content mining, and semantic 

analysis [8]. Content mining takes into account 

comprehending the models and recognizing 

elements that lead to information distribution in 

online SNs. Some elements are regarded, like 

hashtags, URLs, sentiment examination, and 

sarcasm recognition. SNA’s semantic analysis is 

conducted because of the lack of semantics support 

in graph representation and content analysis [8]. 

The use of new SNA methods has become 

progressively popular and has been used in various 

contexts, such as social mobility [9], citations 

study [10, 11, 13], contacts among members of 

abnormal groups, corporate power [14, 15], 

international trade exploitation [16], class structure 

[17, 18], expert search system, 19, 20], social 

recommendations [21], LP, and many others. 

The SNA key tasks consist of various measures to 

rate nodes (or edges), recognizing SNs from social 

occasions, virtual marketing, community 

detection, the networks’ incentives design, 

specifying hidden social hierarchy, the formation 

of network, and LP issue [22]. In the SNA, learning 

how a network evolves and how new links are 

formed over time is critical. This task is known as 

the LP problem [23]. 

 

1.3 Co-authorship networks 
Co-authorship networks. Co-authorship networks 

are one of the most widely used academic social 

networks. In co-authorship networks, each node in 

the co-authorship network refers to an author. 

Edges in the co-authorship network refer to a co-

authored relationship. Scholars study co-author 

networks from various perspectives. Scholars 

study collaboration behaviors according to co-

author networks. Furthermore, collaboration 

teamwork has been found to be a new research 

pattern [84]. 

Co-authorship networks link researchers to writing 

joint research papers in co-authorship. They can be 

used for trend analysis and collaboration pattern 

mining. There are many real-world applications of 

collaboration networks to recommender systems 

for citing relevant papers, finding experts, etc. In 

particular, it is important to establish 

communications between researchers with similar 

research interests for universities and improve the 

quality of interdisciplinary research projects. 

The network science method for predicting 

collaborations is based on the link prediction (LP) 

problem [89] applied for missing edge 

reconstruction. Basically, one needs to construct 

vector edge feature representation and then apply a 

standard machine learning framework for 

classification or regression. Link prediction models 

are applied in Web applications [86], dating 

recommendations [87], and paper 

recommendations for large digital libraries [88].  

 

1.4 Co-citation networks 

Co-citation is defined as two publications that are 

cited together in one article. Co-citation networks 

are constructed based on articles’ citation 

relationships. Scholars generate co-citation 

networks from publications and study scholars’ 

behaviors from co-citation networks. 

Some academic social relationships may be not 

discovered through co-author networks but can be 

discovered by co-citation networks. Co-citation 

analysis is one of the most commonly used 

bibliometric analysis methods. When two 

publications are frequently co-cited by the other 

articles, the two references may have something in 

common. As an advanced bibliographic technique, 

co-citation analysis is commonly used to discover 

the clusters of co-citation pairs, which enables 

scholars to obtain new insights into research trends 

[84]. 

 

1.5 Link prediction  

The issue of forecasting new relations within the 

networks is called LP [24]. LP identifies missing 

links (in static networks) or anticipates the future 

links probability (in dynamic networks) [25]. The 

task of LP can be classified as follows: Missing LP 

[26, 27], and Future LP [28, 29]. LP is a growing 

topic in the physical science and software 

engineering fields. There is a comprehensive scope 

of LP techniques, like similarity-oriented indices, 

probabilistic approaches, and dimensionality 

reduction methods. Learning-based techniques are 

divided into clustering-oriented and information-

theoretic models. LP is done in various kinds of 

networks, for instance, directed, temporal, 

bipartite, and heterogeneous networks [30]. The LP 

concept is beneficial in a few regions of application 
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such as automatic hyperlink creation, website 

hyperlink prediction on the internet, web of science 

domain, and friend recommendation on Facebook. 

LP is of crucial importance in the realm of 

recommender systems, too. Bioinformatics 

protein-protein interactions (PPI) have also been 

executed using LP. In insecurity concern areas, LP 

serves to differentiate hidden links between 

terrorists and their organizations [30]. 

Bibliometric is a useful tool for literature and 

research methods analysis regarding a special 

research area both quantitatively and qualitatively 

[31]. It aids in evaluating a research area’s 

progress, recognizing the source of the most related 

and significant document, identifying main authors 

and institutions, and investigating potential 

research topics [32]. Many bibliometric studies 

have been conducted on computer science and data 

mining topics. These works contain research that 

explored specific research areas, like topic 

modeling [33], sentiment analysis [34], big data 

[35], machine learning [35], computational 

linguistics from an overall view [36], and deep 

learning research status analysis [37]. Through 

reviewing the literature, it is revealed no study has 

been conducted to systematically review LP 

research with large-scale bibliographic data [38, 

32]. 

Also, Behrouzi et al. (2020) undertook a study on 

the keywords of journals and conferences to reach 

a complete explanation and comparison between 

them as the two main openings of the research. As 

a result, the structural features of journal and 

conference keyword networks are almost alike, 

both can be used as real resources for semantic 

bibliographic analysis in computer science. Zhang 

et al. (2021) proposed to use the impacts of 

novelty, bibliometric, and academic-network 

characteristics on the paper citation counts. They 

qualified the networking of neural models and 

implemented the linked neurons weighted product 

to assess the understanding degree for each 

characteristic about citations. The results 

confirmed that the effect of novelty, bibliometric, 

and academic-network-related factors on citation 

counts varies meaningfully among the four fields 

of study, including library and information science, 

nuclear science and technology, computer science 

and software engineering, and history. Also, it was 

revealed that the effect of various features in the 

novelty category on citation counts is higher than 

in the bibliometric and academic networks. In 

addition, individual characteristics in the novelty 

category are not always the most important factors. 

Given that no such research has been done on LP, 

this article aims to provide a bibliometric analysis 

of LP documents in more than the past three 

decades and paint a global and full picture of the 

patterns and dynamics of LP research from the 

following perspectives: distribution of subject 

areas, the trend of annual publication of LP articles, 

distribution of document types, most productive 

and impactful authors, most productive countries, 

most active institutions, most prolific sources, and 

most cited papers keyword analysis. 

 

2. Data and Methods 

At present, the researchers, institutions, and 

different organizations linked to science produce 

many publications such as journal articles, book 

chapters, and conference proceedings, among 

different document types, and, usually, this 

information is stored in bibliographical databases 

such as the famous Scopus, dimensions or Web of 

science [91]. The analytical study obtains the 

following main conclusions: 

• First, the three databases are found to differ 

significantly in their journal coverage, with Web of 

Science having the most selective journal 

coverage, while Dimensions has the most 

exhaustive journal coverage. It is found that almost 

all journals indexed in Web of Science are also 

covered by Scopus and dimensions. Scopus 

indexes 66.07% more unique journals as compared 

to Web of Science.  

• Second, the varied journal coverage of the three 

databases results in variation in research output 

volume, rank, and global share of different 

countries. Therefore, drawing data from different 

databases may produce different outcomes for any 

bibliometric evaluation exercises done at the level 

of countries. 

• Third, the three databases also vary in their 

coverage of different subject areas. The Web of 

Science and Scopus have most of their coverage in 

life sciences, physical sciences, and technology. 

On the other hand, dimensions appear to have 

significantly better coverage of social sciences and 

arts and humanities [92, 93]. 

Scopus is a major indexing database and one of the 

key sources for bibliometric studies [39-43]. 

Therefore, we applied this database as our core data 

source. The data was collected from the Scopus 

core collection on November 1, 2021. The search 

statement is as follows:  

TITLE-ABS-KEY (“link prediction”): The raw 

bibliographic data of the papers were then saved. 

Moreover, some bibliometric software was 

applied, including Bibexcel and VOSviewer [44]. 

TITLE-ABS-KEY is a Scopus reserved key, and it 

searches in the title, abstract, and keywords of 

documents for the provided term. Bibexcel version 
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2008-08 [45] was applied to explore the most 

typical titles, subject categories, the most prolific 

authors and journals, and the most significant 

articles. Furthermore, to examine qualitatively, we 

applied SJR (Scimago Journal and Country Rank) 

of all sources from Scimago that are a free database 

to access journals and countries’ bibliometric 

indices based on Scopus data. SJR is a journal 

bibliometric indicator like impact factor (IF) that 

influences citations according to the source 

journals’ reputation [46, 47]. That is to say, more 

impactful journals’ citations are not regarded as 

equal to those of less impactful ones. Keyword 

analysis, and identifying productive countries were 

done using VOSviewer version 1.6.7 [44]. 

Bradford’s law was used to identify the core 

sources of information1. 

3. Results and Discussion 

This section presents the bibliometric analysis of 

the results and discussion. As a result, a total of 

3,955 research articles were obtained with the 

aforementioned retrieval strategy. 

 

3.1 Trend of annual publication of LP articles  

Figure 1 shows the annual trend of LP publications. 

From 1987 to 2021, the average growth rate of LP 

research was 33.08%. The rate of growth between 

1987-2005, 2006-2010, and 2011-2021 were 

31.66%, 55.13%, and 21.20%, respectively. The 

publications’ number increased suddenly in 2019, 

accounting for a 43.59% growth rate (from 445 to 

639 papers). 

 

 
Figure 1. Annual publications of LP articles’ trend. (The illustrated trend is a fitted polynomial regression).

It should also be noted that due to the increase in 

conference titles, there is a jump in the number of 

conference papers between 2018-2019, which is a 

growth of 445 to 639 papers. 

 

3.2 Distribution of document types 

Figure 2 illustrates the document type distribution. 

Many documents were published by technical 

conferences (2,120 documents, ~%53.60 of all 

documents), and it is followed by journals that 

published 1,572 documents (~%39.74 of all 

documents). Meantime, ‘LP’ is considered a 

‘computer science ‘subfield, these data are in 

harmony with the source of the major publication 

in computer science, that is conference papers [33]. 

 

 

                                                      

1 rank.sid.ir/Bradford 

3.3 Distribution of subject areas 

Figure 3 shows the subject areas’ distribution. The 

majority (nearly half of the documents) of LP 

documents (%45.67) have been published in 

computer science. Meanwhile, LP documents 

gained popularity in mathematics (%14.99), 

engineering (%11.70), and decision sciences 

(%6.35). The results are significant because LP 

originally was a task of machine learning and data 

mining, which are their computer science 

subfields. On the other hand, the root of graph 

theory is originally from mathematics. LP is also 

important for social science because SN analysis is 

an important topic in this field [48]. Even though 

LP has recently emerged from computer science, it 

has been investigated in Physics and Astronomy 

[49,50], social sciences [40,51], business, 
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management, and accounting [52, 53] because of 

its importance. 

 

 
Figure 2. Document types distribution. 

 
Figure 3. Subject categories with more than 100 LP documents. 

 

3.4 Most productive countries 

The most productive countries are listed in Table 

1. These documents originated from 80 countries. 

The top 10 countries accumulatively have 

contributed 91.43% to all LP documents. China is 

the most productive country, which contributed 

41.54% of documents followed by the United 

States, which contributed 79% to LP documents. 

Other productive countries include India (6.44%), 

Australia (3.94%), the United Kingdom (3.41%), 

Germany (3.36%), Japan (2.95%), France (2.83%), 

Canada (2.65%), and Italy (2.52). 

Figure 4 indicates the most prolific countries’ 

collaboration map. The nodes’ size in the graph 

illustrates the number of documents that were 

published by the respective countries. 
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Table 1. Most productive countries in LP research. 

Rank Countries Number of documents Percentage of 3955 

1 China 1643 41.54 

2 The United States 862 21.79 

3 India 255 6.44 

4 Australia 156 3.94 

5 United Kingdom 135 3.41 

6 Germany 133 3.36 

7 Japan 117 2.95 
8 France 112 2.83 

9 Canada 105 2.65 

10 Italy 100 2.52 

sum - 3618 91.43 

 

 

 
 

Figure 4. Top country’s scientific collaboration. 

 

Co-authorship was indicated by the graph edges, 

and the node clusters were shown by the node’s 

colors. Clustering was performed by applying the 

VOS algorithm based on collaborations [54]. Three 

clusters could be described relatively through 

geographical distribution. The first Cluster consists 

of East Asian countries, like China, Hong Kong, 

India, Singapore, South Korea, Taiwan, and 

Australia. The second cluster consists of European 

countries like France, Germany, Italy, Spain, and 

the United Kingdom. The third cluster three 

                                                      

2 The h-index is proposed by Hirsch (2007) that is defined as the H-

index of a researcher is h if h of his/her papers have at least h citations 
each, and the other papers have at most h citations each. 

includes two neighboring Asian countries, namely 

Iran and Turkey. In addition, the United States is 

regarded as a bridge between China and European 

countries. 

 

3.5 Most productive and impactful authors 

We provide the top products and impact based on 

the H-index2 [21], the number of documents, 

Affiliation, and research field [55, 56], and these 

indices are computed with only the authors’ LP 

documents than all articles of the authors. Based on
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Table 2, regarding the number of LP documents, 

the most prolific author is Philip S. Yu, a Computer 

Science professor at the University of Illinons at 

Chicago who works on Data mining, Database, 

and Privacy (with H-index; 112 and 46 of 

documents). His main research interests consist of 

big data, data mining (especially Graph/Network 

mining), social networks, privacy-preserving data 

publishing, data stream, database systems, Internet 

applications, and technologies. He is considered a 

top professor in the computer science department 

at UIC, and he gained the Wexler Chair in 

Information and Technology3. 
 

Table 2. Top 10 authors in LP documents. 

H-index Unit 
All 

articles 
Affiliation Research field 

112 Yu, P.S. 46 The University of Illinons at Chicago 
Data mining, privacy-

preserving publishing, and 

mining 

68 Zhou, T. 27 
The University of Electronic Science and Technology 

of China, Chengdu, China 

Physics and Astronomy, 

Mathematics, Computer 
Science 

49 

 

Chawla, 

N.V. 
27 University of Notre Dame, Notre Dame, United States 

Computer Science, 

Mathematics, Engineering 

39 
Lehmann, 

J. 
21 

Fraunhofer Institute for Intelligent Analysis and 
Information Systems IAIS, Sankt Augustin, Germany 

Computer Science, 

Mathematics, Social 

Sciences 

26 Wu, B. 19 
Beijing University of Posts and 

Telecommunications, Beijing, China 

Computer Science, 

Mathematics, Engineering 

23 Kaya, M. 19 Firat Üniversitesi, Elazig, Turkey 
Computer Science, 

Medicine, Engineering 

21 Chen, L. 18 Yangzhou University, Yangzhou, China 
Computer Science, 

Engineering, Mathematics 

18 Zhang, J. 19 
The University of California, Davis, Davis, United 

States 

Computer Science, 

Engineering, Decision 
Sciences 

10 Zhu, X. 18 
Beijing University of Posts and Telecommunications, 

Beijing, China 

Physics and Astronomy, 

Computer Science, 

Mathematics 

7 Liu, S. 19 
Information Engineering University 

China, Zhengzhou, China 

Computer Science, 
Engineering, Physics, and 

Astronomy 

 

3.6 Most active institutions 

The most productive institutions are listed in Table 

3. Two important findings should be noted here. 

First, 9 of the Top 10 institutes, and academic 

centers involved in LP research are from China. 

The institutions of China published lots of 

documents. It can be due to China’s population and 

its scientific productivity. Most of these productive 

institutions include universities, and research 

institutions like the Chinese Academy of Sciences 

and Beijing University of Posts and 

Telecommunications. Second, among the list of 10 

active institutions and universities in this field, the 

only “University of Illinois at Chicago” with 45 

documents is from the United States, which is well-

known for data mining research. 

 

 

                                                      

3 https://scholar.google.com/citations?hl=en&user=D0lL1r0AA
AAJ 

3.7 Core sources 

To identify the most important sources of 

information in the field, we use Bradford’s law 

[56]. The law indicates that if the journals of a field 

are arranged acco 

rding to the number of articles into three zones, the 

journals’ number in each zone could be 

geometrically proportional to 1: n: n² [7]. Table 4 

shows the number of published papers’ number in 

each journal and the relative ranking according to 

Bradford’s law zoning. 3,955 published LP papers 

were published by 1,090 sources. Among them, 

650 sources only published one article, which 

constitutes the peripheral sources. The series 

formed by the zones is 19: 145: 926, which is 

approximately equal to 1: 7: 72. Table 5 provides 

the list of the core sources and their information.  
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This relatively low number of sources provides 

about one-third of the publications in the field.
 

Table 3. Most productive institutions in LP research. 

Institution Country Docs 

Chinese Academy of Sciences China 123 

Beijing University of Posts and Telecommunications China 104 

Tsinghua University China 89 

Ministry of Education China China 88 

The University of Chinese Academy of Sciences China 78 

The University of Electronic Science and Technology of China China 75 

National University of Defense Technology China 73 

Nanjing University China 51 

The University of Illinois at Chicago 
United 

States 
45 

Zhejiang University China 43 
 

Table 4. Bradford’s core sources of LP research. 

Zone Number of journals Number of articles Multiplier 

1 19 1313 - 

2 145 1310 7.631578947 

3 926 1309 6.386206897 

Total 1090 3932 7.008892922 

 

Table 5 shows the core sources of LP. Most 

sources’ subject category is Computer Science 

(14/19) followed by Mathematics and Engineering 

(4/19). Journals consist of the majority of sources 

(9/19) followed by a conference source (8/19). 

Lecture Notes in Computer Science published the 

most number of documents (409/3955) with SJR 

0.249. 
 

3.8 Most cited papers 

Citation count is regarded as an efficient index of 

research impact [50]; therefore, we apply this index 

to provide the most significant papers in the field. 

Table 6 shows the ten papers with the highest 

number of citations. Interestingly, seven out of ten 

papers include conference papers that show the 

respective significance of conferences to journals 

in the field. In the following, we provide a 

summary of these articles and their innovations. 

The most effective paper is a conference paper 

published in the 22nd ACM SIGKDD international 

conference on Knowledge discovery, and data 

mining proceedings, which has been cited 3,160 

times. Grover and Leskovec [57] proposed 

node2vec as an efficient scalable algorithm for 

feature learning in networks. The node2vec learns 

node representation in a low dimensional space of 

features that implement the probability of keeping 

network neighborhoods of nodes. Liben‐Nowell 

and Kleinberg [49] applied different algorithms, 

like common neighbors, preferential attachment, 

Adamic/Adar, Jaccard, Sim Rank, Katz, Hitting 

time, and PageRank for the LP problem. Their 

results showed among others that the Katz 

measure, its variants, some simple measures such 

as common neighbors, and the Adamic/Adar 

measure perform well. Tang, Qu [58] suggested 

Large-Scale Information Network Embedding 

(LINE) that could simply expand to networks 

through many vertices and edges. It has 

meticulously developed objective functions, which 

keep the first-order and second-order proximities 

that complement each other. Bordes, Usunier [59] 

introduced Translating Embeddings (TransE) 

which is an energy-oriented model that makes 

knowledge-based embeddings. It models relations 

as translations performed on the entity embedding 

space. The tail entity embedding must be near the 

head entity embedding plus relationship 

embedding. Lü and Zhou [60] summarized LP 

algorithms, like the similarity-oriented algorithms 

(local similarity, global similarity, quasi-local 

indices), maximum likelihood approaches 

(hierarchical structure model and stochastic block 

model), probabilistic models (probabilistic 

relational models, probabilistic entity relationship 

models, stochastic relational models), underlining 

the recommendations from physical views and 

methods, like the random-walk-based approaches. 

and the maximum likelihood methods. 
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Table 5. List of core sources of LP research. 

Row Journals #Docs 
SJR 

(2020) 
Subject area and category Publisher 

1 

Lect. 

Notes 
Comput. Sci. 

409 0.249 Computer Science, Mathematics 
Springer 

Verlag 

2 
IEEE 

Access 
97 0.587 Computer Science, Engineering, Materials Science 

Institute of 

Electrical and 
Electronics 

Engineers Inc. 

3 
Phys A 

Stat Mech 

Appl 

96 0.64 Physics and Astronomy, Mathematics Elsevier 

4 

Int Conf 
Inf 

Knowledge 

Manage 

77 
0.519 

 

 
Business, Management, Accounting, Decision 

Sciences 

 

Association 
for Computing 

Machinery 

(ACM) 

5 

Commun. 

Comput. Info. 

Sci. 

60 0.16 

 

Computer Science, Mathematics 

 

Springer 
Verlag 

6 

CEUR 

Workshop 

Proc. 

57 0.177 Computer Science --- 

7 

Proc. 

ACM 

SIGKDD Int. 
Conf. Knowl. 

Discov. Data 

Min. 

55 
1.004 

 
Computer Science --- 

8 
ACM Int. 

Conf. Proc. 

Ser. 

52 0.182 Computer Science 

Association 

for Computing 

Machinery 
(ACM) 

9 

Web 

Conf. - Proc. 
World Wide 

Web Conf., 
WWW 

46 0.545 Engineering --- 

10 

Proc. 

IEEE Int. 
Conf. Data 

Min. ICDM 

43 1.36 Computer Science 

IEEE 

Computer 

Society 

11 
IEEE 

Trans Knowl. 

Data Eng. 

43 1.36 Computer Science 
IEEE 

Computer 

Society 

12 
Knowl. 

Based Syst. 
41 1.587 

Business, Management and Accounting, Computer 
Science, Decision Sciences 

Elsevier 

13 Sci. Rep. 39 1.24 Multidisciplinary 

Nature 

Publishing 
Group 

14 

Adv. 

neural inf. 
process. Syst. 

36 1.4 Computer Science --- 

15 

Proc. - 

IEEE Int. 
Conf. Big 

Data, Big 

Data 

34 0.231 Computer Science, Mathematics --- 

16 

AAAI 

Conf. Artif. 
Intell., AAAI 

34 0.63 Computer Science 

American 

Association for 

Artificial 
Intelligence 

(AAAI) Press 

17 
Soc. 

Netw. 

Analysis Min. 

33 0.457 Computer Science, Engineering, Social Science 
Springer-

Verlag Wien 

18 
PLoS 

ONE 
33 0.99 Multidisciplinary 

Public 
Library of 

Science 

19 
Adv. 

Intell. Sys. 

Comput. 

31 0.184 Computer Science, Engineering 
Springer 

Verlag 
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Table 6. Top 10 most cited papers. 

Author  Year #Citations Type Source 

[18] 2016 3160 
Conference 
Paper 

Proceedings of the 22nd ACM SIGKDD international conference on 
Knowledge Discovery and data mining 

[19] 2007 2425 Article 
Journal of the American Society for Information Science and 

Technology 

[20] 2015 2184 
Conference 

Paper 

 Proceedings of the 24th International Conference on the World 

Wide Web 

[21] 2013 1961 
Conference 

Paper 
Advances in Neural Information Processing Systems 

[22] 2011 1501 Article 
Physica A: Statistical Mechanics and its Applications 
 

[23] 2016 1112 
Conference 

Paper 

Proceedings of the 22nd ACM SIGKDD International Conference 

on Knowledge Discovery and Data Mining 

[24] 2015 954 
Conference 

Paper 
Proceedings of the National Conference on Artificial Intelligence 

[25] 2009 922 Article European Physical Journal B 

[26] 2014 886 
Conference 

Paper 
Proceedings of the AAAI Conference on Artificial Intelligence 

[27] 2011 676 
Conference 

Paper 

Proceedings of the fourth ACM international conference on Web 

Search and Data Mining 
 

In addition, they offered three common 

applications, including network reconstruction, 

network evaluation evolving mechanisms, and 

partially labeled network classification. Wang and 

Cui [61] proposed the Structural Deep Network 

Embedding (SDNE), which is a semi-supervised 

deep model with multiple non-linear layers. The 

model jointly utilizes first and second-order 

proximity. Zhou, Lü [62] empirically explored 

some LP algorithms for relation estimation based 

on node similarities. Numerical findings regarding 

the nine local similarity indices specified that the 

simplest indices, common neighbors, have the best 

application, and the Adamic-Adar index is the next. 

The results are to some extent in agreement with 

Liben‐Nowell and Kleinberg [49]. Furthermore, 

they suggested a new measure, resource allocation 

(RA), inspired by the resource allocation process, 

which is equal to the one-step random walk starting 

from the common neighbors.  

Lin, Liu [24] proposed Translating Relations 

(TransR), which is a knowledge graph embedding 

model, that lodges entities and relations in different 

entity and relation spaces and learns embeddings 

through translation between projected entities. 

Their experiments indicated that TransR attains 

major developments compared to TransE and 

TransH. Wang, Zhang [63] introduced Translating 

on Hyperplanes (TransH) for knowledge graph 

embedding. TransH overcomes the errors of 

TransE concerning the automatic/one-to-

many/many-to-one/many-to-many relations while 

taking over its efficiency. TransH models a relation 

as a hyperplane with a translation operation. The 

results show that TransH performs significantly 

better than TransE. Backstrom and Leskovec [64] 

suggested Supervised Random Walks (SRW) for 

LP and link recommendation that combines the 

network structure with node and edge-level 

features.  

 

3.9 Keyword analysis 

We examined the most frequently applied key 

terms in two time periods from 2012 to 2021. 

Figure 5 shows the wordclouds of these periods 

(2012-2016 and 2017-2021), which are applied to 

summarize texts, visually [65]. The size of the key 

terms in the wordclouds indicates their frequency 

in that period. Table 7 shows the most applied key 

terms in the periods. The right column of Table 7 

reveals the key terms’ growth in the second period 

relative to the first one. The first column’s red cells 

indicate key terms, which do not exist in the second 

Period’s top 20 lists and green cells include the key 

terms that appeared in the second period’s top 20 

lists. That is to say, the red cells illustrate the key 

terms that lost their significance, and the green 

ones are key terms that have become more 

important in recent years. Common key terms in 

the first and second periods are social networking 

(online), complex networks, data mining, artificial 

intelligence, learning systems, topology, graph 

theory, semantics, and community detection. 
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2012-2016 2017-2021 

Figure 5. wordclouds of keywords in two time periods. 

The most frequently used key terms in the first 

period (2012-2016) are social networking (online), 

SNs, algorithms, complex networks, data mining, 

artificial intelligence, learning systems, topology, 

SNA, and graph theory. The most frequently used 

keywords in the second period (2017-2021) 

include embeddings, knowledge graphs, social 

networking (online), complex networks, data 

mining, learning systems, network embedding, 

graph theory, semantics, and knowledge 

representation. As it is obvious from this figure, LP 

and forecasting (which are rough synonyms) are 

the most common key terms in the first and second 

periods, respectively. Some key terms in the first 

period disappeared from the list in the second 

period, such as SNs, algorithms, and SNA. 

Moreover, other key terms appeared in the second 

period, such as embeddings, knowledge graphs, 

and network embedding. The presence of key 

terms, such as embeddings, network embedding, 

machine learning, deep learning, and learning 

systems show that the approach of the LP 

community has shifted to the use of machine 

learning methods, data mining, and especially deep 

learning.  

  

Table 7. Most used keywords in two different periods (2012-2016) and (2017-2021). 

Rank  Keyword 2012-2016 Keyword 2017-2021 

1 Social networking (online) 408 Embeddings 584 

2 Social networks 196 Knowledge graphs 331 

3 Algorithms   144 Social networking (online) 329 

4 Complex networks 143 Complex networks 303 

5 Data mining 122 Data mining 287 

6 Artificial intelligence 97 Learning systems 274 

7 Learning systems 82 Network embedding 273 

8 Topology 68 Graph theory 243 

9 Social network analysis 62 Semantics 230 

10 Graph theory 58 Knowledge representation 227 

11 Semantics 52 Classification (of information) 209 

12 Prediction 48 Vector spaces 178 

13 Community detection 44 Deep learning 166 

14 Prediction accuracy 44 Graphic methods 153 

15 Information services 39 Machine learning 152 

16 World wide Web 39 Topology 152 

17 Websites 36 Artificial intelligence 148 

18 Heterogeneous networks 35 Graph structures 143 

19 Big data 34 Community detection 122 

20 Factorization 33 Network structures 121 

In the following, we will briefly explain the second 

period’s most frequent key terms. LP is the first 

keyword and the main topic of the current paper, 

and we have explained it in the previous sections. 

Forecasting is nearly anticipating the future as 

correctly as possible, regarding all of the 

information accessible, involving historic data and 

any future events’ knowledge that may affect the 
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predictions [65]. The embedding concept 

originated from natural language processing (NLP) 

[66]. Word embedding is a term used for the word 

representation usually using a real-valued vector 

that encodes the word’s meaning [44]. Recently, 

the concept of embedding has appeared in the 

context of processing graph data using deep 

learning. These vectors encode the meaning of the 

network [67]. 

Social Networking (online) or Social Networking 

Service (SNS) is regarded as an online platform 

that individuals apply to form SNs or social links 

with other persons who have the same private or 

business affairs, actions, experiences, or real-life 

links [68]. Social networking (online) has three 

specific features; the user creates a “profile”, the 

user can associate himself with other users, and 

related users can link publicly, and privately, and 

interchange text, images, video, and audio files. 

Knowledge Graphs (KGs) offer an organized 

image of knowledge about the world and contain 

only a small subclass of what is true in the world 

[69]. KGs have several applications, such as 

semantic search based on objects, and 

relationships, natural language disambiguation, 

deep reasoning (e.g. IBM Watson), machine 

reading (e.g. text summarization), entity 

consolidation for big data, text analytics, 

engineering, and scientific applications [70]. 

Moreover, a knowledge graph is defined as a 

knowledge base that implements a graph-oriented 

data topology to link data. KGs are frequently 

stored interlinked descriptions of entities, objects, 

processes, states, or unique ideas with freestyle 

semantics [71]. KGs are widely applied in the AI 

field, like in information retrieval, processing 

natural language, and recommendation systems. 

Yet, KGs’ open essence frequently shows that they 

are imperfect, containing self-defects. This 

generates the requirement to make a fuller 

knowledge graph for improving the KG’s practical 

implementation. LP is regarded as a crucial task in 

knowledge graph development that applies existing 

ties to infer new ties to form a more complete 

knowledge graph [59].  

Complex Networks (CN) are graphs (networks) that 

contain non-trivial topological features-features, 

which do not occur in simple networks, like 

frameworks or random graphs, but often pursue 

networks that are real systems representative. CNs 

study is a novel and dynamic field of scientific 

study [72, 21, 58]. CNs define a broad spectrum of 

systems in nature and society, much-quoted 

instances and the cell, a chemicals-linked network 

by chemical reactions or the Internet, a routers’ 

network, and computers linked by physical links 

[72].  

Data Mining (DM) is the mining approach, which 

determines patterns in big data sets and approaches 

at the joining of machine learning, statistics, and 

database systems. Disregarding the phase of raw 

analysis, it also includes a database, data 

management characteristics, data pre-processing 

model, inference reflections, interestingness 

metrics, complexity reflections, exposed structures 

post-processing, visualization, and online updating 

[60]. DM is considered an interdisciplinary field 

resulting from joining computer science 

and statistics with a general aim to extract 

information (with intelligent approaches) from a 

data set, and convert the information into a 

transparent format for further utilization [60, 61, 

73]. DM is the analysis step of the Knowledge 

Discovery in Databases (KDD) approach [74]. 

Network Embedding (NE) assigns nodes to low-

dimensional demonstrations in a network and 

effectively reserves the structure of a network. NE, 

as an efficient method of network depiction, can 

support upcoming network handing out and 

analysis activities, like node categorization, node 

clustering, network visualization, and LP [63]. 

Learning Systems (LS) is necessarily an artifacts 

collection, which is ‘brought together’, in a proper 

method, to make the situation that will ease 

different kinds of learning processes. LS could take 

various formats, including a book, a computer, an 

online forum, and a university. The majority of 

learning systems could present different kinds of 

learning resources, and depiction of methods for 

implementing these to attain specific learning 

results. They will also employ different strategies 

for evaluating the levels and quality of their users’ 

gains [64].  

Graph Theory (GT) is a branch of discrete 

mathematics focused on the study of graphs and 

has been used widely to model many kinds of ties 

and processes in physical, biological, and social 

information systems [75-77].  

Graph neural networks (GNNs) are neural models 

that capture the dependence of graphs by message 

passing between the nodes of graphs. Over the past 

few years, graph neural networks have become 

influential and useful tools for machine learning 

tasks in the graph field. This growth owes to 

progress in expressive power, model flexibility, 

and training algorithms. Modeling physics 

systems, learning molecular fingerprints, 

predicting protein interface, and classifying 

diseases claim a model to learn from graph inputs. 

In other domains such as learning from non-

structural data like texts and images, reasoning on 



Link Prediction in Social Networks: A Bibliometric Analysis and Review of Literature (1987-2021)  
 

499 

 

extracted structures is a key research topic that also 

needs graph reasoning models.  

In recent years, variants of GNNs such as graph 

convolutional network (GCN), graph attention 

network (GAT), and graph recurrent network 

(GRN) have confirmed ground-breaking shows on 

many deep learning tasks [79].  

GNNs are a powerful computational tool to jointly 

learn graph structure and node/edge features, so 

that accomplished an unmatched accuracy in the 

link prediction problem, i.e. the task of predicting 

if two nodes are probable to be tied by an edge 

shortly. Graph Conversion Capsule Link (GCCL) 

technique, uses Capsule Networks (Caps Net), to 

resolve the link prediction problem. they have 

planned a conversion block to convert the link 

prediction problem into a binary classification task. 

Based on node features extracted by GNN, the 

feature map of each node pair (edge feature map) 

is removed by conversion and a Caps Nets 

architecture to extract features in the form of the 

vector [80].  

Graph neural networks (GNNs) have received 

notable success in link prediction (GNNLP) tasks. 

Existing efforts first predefine the subgraph for the 

whole dataset and then apply GNNs to convert 

edge representations by leveraging the 

neighborhood structure persuaded by the fixed 

subgraph. Since node connectivity in real-world 

graphs is complex, one shared subgraph is limited 

for all edges. So, the selections of subgraphs should 

be personalized to different edges. To bridge the 

gap, we introduce a Personalized Subgraph 

Selector (PS2) as a plug-and-play framework to 

routinely, personally, and inductively identify 

optimal subgraphs for different edges when 

executing GNNLP. PS2 is instantiated as a bi-level 

optimization problem that can be efficiently solved 

differently. Coupling GNNLP models with PS2, 

they suggest a brand-new angle toward GNNLP 

training: by first identifying the best subgraphs for 

edges; and then focusing on training the 

implication model by using the tested subgraphs 

[81]. Many Graph Neural Networks (GNNs) 

achieve poorly compared to simple heuristics on 

Link Prediction (LP) tasks. This is due to 

limitations in sensitive power such as the weakness 

to count triangles and because they cannot 

differentiate automorphic nodes (those having 

equal structural roles). Both expressiveness issues 

can be alleviated by learning link (rather than node) 

representations and incorporating structural 

features such as triangle counts. Since obvious link 

representations are often prohibitively expensive, 

recent works resorted to subgraph-based methods, 

which have achieved state-of-the-art performance 

for LP, but suffer from poor efficiency due to high 

levels of redundancy between subgraphs. 

They analyzed the workings of subgraph GNN 

(SGNN) methods for link prediction. Based on 

their analysis, planned a novel full-graph GNN 

called ELPH (Efficient Link Prediction with 

Hashing) that permits subgraph sketches as 

messages to estimate the key components of 

SGNNs without obvious subgraph structure. ELPH 

is probably more expressive than Message Passing 

GNNs (MPNNs). It outperforms existing SGNN 

models on many standard LP benchmarks while 

being orders of magnitude more rapidly [82]. 

Link prediction, as one of the key problems for 

network-structured data, aims to predict whether 

there exists a link between two nodes. The 

traditional approaches are based on the clear 

similarity computation between the compact node 

representation by embedding each node into a low-

dimensional space. To powerfully handle the 

intensive similarity computation in link prediction, 

the hashing technique has been effectively used to 

produce the node representation in the Hamming 

space. Currently, the Graph Neural Network 

(GNN) framework has been widely applied to 

graph-related tasks in an end-to-end manner. 

They proposed a simple and effective model called 

#GNN, which balances the trade-off between 

accuracy and efficiency. #GNN can efficiently 

acquire node representation in the Hamming space 

for link prediction by exploiting the randomized 

hashing technique to implement message passing 

and capture high-order proximity in the GNN 

framework. The extensive experimental results 

demonstrate that the proposed #GNN algorithm 

achieves accuracy comparable to the learning-

based algorithms and outperforms the randomized 

algorithm while running significantly faster than 

the learning-based algorithms. Also, the proposed 

algorithm shows excellent scalability on a large-

scale network with limited resources [83]. 

 

4. Conclusion 

In this paper, we presented a view on the global 

trends in LP in social networks research. We 

performed a bibliometric analysis, including the 

trend of annual publications, document types, 

subject areas, most productive countries, most 

productive, and impactful authors, most active 

institutions, core sources, most cited papers, and 

keyword analysis. The LP in Social Networks has 

got increasing attention in the related literature. 

Based on the analysis of this study, several findings 

are reported as follows. First, the productivity of 

literature on the LP is still developing. Second, the 

major institutions which have written the most LP 
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papers are located in China. Third, the annual trend 

of LP publications shows that from 1987 to 2021 

the average growth rate of research was 33.08%. 

Fourth, LP is chiefly applied to some fields of 

study, like computer science, mathematics, 

engineering, and decision sciences. 

On the other hand, according to the analysis of the 

results of different years, several interesting 

conclusions could be found. First, computer 

science and mathematics are the fields that have the 

most contribution to LP research, and the number 

of articles, especially on engineering (%11.70) and 

decision sciences (%6.35) gradually increased. 

Second, in the topic of analysis, LP was gradually 

used in the two contexts of SN and SNA for 

discussion. LP is also important for social science 

because SN analysis is an important topic in this 

field. Although LP originated from computer 

science, in recent years, it has been investigated in 

physics, astronomy, social sciences, business, 

management, and accounting because of its 

importance. The results are significant because LP 

originally is a task of machine learning and data 

mining, which are their own computer science 

subfields. On the other hand, the root of GT is 

originally from mathematics. 

Finally, using Bradford’s law to identify the most 

important sources of information in the field of LP 

proved that the series formed by the zones is 19: 

145: 926, which is approximately equal to 1: 7: 72 

which means the data were consistent with 

Bradford’s law. In addition, the 19 core journals in 

LP issues were identified. Among these core 

journals, the number of articles published in Lect. 

Notes Comput. Sci. is the largest. The main reason 

for this is that Lect. Notes Comput. Sci. is a journal 

mostly concentrated on computer science and 

mathematics. However, the more interesting point 

is that IEEE Access is a journal publishing basic 

studies on the various fields of computer science, 

engineering, materials science, and Phys a Stat 

Mech Appl is a journal mainly publishing studies 

on physics, astronomy, and mathematics in which 

both occupied a large number of published articles 

in LP. In addition to the above three core journals, 

the others include Commun. Comput. Info. Sci., 

IEEE Trans Knowl Data Eng, Knowl Based Syst., 

Sci. Rep., Adv. neural inf. process. Syst., Soc. Netw. 

Analysis Min., PLoS ONE, and Adv. Intell. Sys. 

Comput. among the core journals with the subject 

category of computer science followed by 

mathematics and engineering. 

This study identified useful limitations that offer 

direct avenues for additional research. First, 

although we are confident that a single database, 

Scopus, is large enough to offer a wide variety of 

publications vital for our analyses, future studies 

can apply other databases, such as Web of Science 

to retrieve more in-depth issues. Second, our search 

strategy may not include all of the related 

documents. This study can be implemented for 

future further analysis, like keyword content 

analysis to reach a deeper comprehension of this 

topic in which it could present a taxonomy of tasks 

that are tackled by applying LP and their results. 
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 (2021-1987) اتیادب یو بررس یسنجکتاب لی: تحلیاجتماع یهادر شبکه وندیپ ینیبشیپ

 

  محسن جهانشاهیو  *اکرم پسندیده

 .، ایرانیواحد تهران مرکز یدانشگاه آزاد اسلام وتر،یکامپ یگروه مهندس

 10/07/2023 ؛ پذیرش29/03/2023 بازنگری؛ 10/02/2023 ارسال

 چکیده:

 لیتحل یسازادهیمطالعه پ نیشده است. هدف ا لیتبد قیعم یریادگیو  نیماش یریادگی ،یکاوموضوع داغ در جامعه داده کیبه  پیوند ینیبشیپ

بر  یمبتن یسنجمرور کتاب کیمختلف است. مطالعه حاضر  یهادگاهیآن از د یو بررس بینی پیوندپیشمطالعات  یفعل تیوضع افتنی یبرا یسنجکتاب

Scopus یبار منتشر شد. انواع مختلف نیاول یبرا بینی پیوندپیشکه مطالعات  یزمان کند،یارائه م 1987از سال  بینی پیوندپیشانداز مطالعات چشم از 

 یدیکلمات کل لیو تحل یاستناد لیتحل سنده،ینو یوراز بهره ن،یشود. علاوه بر ایکشور استفاده م عیاز جمله سند، موضوع، و توز لیو تحل هیاز تجز

حوزه منتشر شده است.  نیا یهااسناد توسط کنفرانس شتری. بشودیاستفاده م نهیزم نیدر ا یکشف مجلات اصل یو قانون برادفورد برا شودیاستفاده م

منتشر کننده بوده است. علاوه بر  یکشورها شتازیتاکنون پ نیمنتشر شده است. چ اتیاضیو ر وتریعلوم کامپ یهانهیدر زم بینی پیوندپیشاکثر اسناد 

 یمجموعه در هوش مصنوع ریز یسخنران یهاادداشتیاز جمله  وتریکامپ در علوم یسخنران یهاادداشتی، بینی پیوندپیشمنابع انتشارات  نیترفعال ن،یا

 یاجتماع یکه شبکه ها یدهد که در حالینشان م یدیکلمات کل لیو تحل هیاست. تجز IEEE یو دسترس کیوانفورماتیدر ب یسخنران یهاادداشتیو 

 را  یاخ بینی پیوندپیشکه مشکل  ییاند. از آنجارا به خود جلب کرده یشتریتوجه ب رایدانش اخ یه توجه را به خود جلب کرده بودند، نمودارهایدر دوره اول

تمرکز  نیماش یریادگی یهاکیتکن یممکن است به محققان کمک کند تا رو یقرار گرفته است، مطالعه فعل یمورد بررس نیماش یریادگیبا استفاده از 

 کنند. 

 قانون برادفورد. وند،یپ ینیبشیپ ،یاجتماع یهاشبکه لیتحل ،یاجتماع یهاشبکه ،یکتاب سنج :کلمات کلیدی

 

 


