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 In this study, we sought to minimize the need for redundant blood tests 

in diagnosing common diseases by leveraging unsupervised data 

mining techniques on a large-scale dataset of over one million patients' 

blood test results. We excluded non-numeric and subjective data to 

ensure precision. In order to identify relationships between attributes, 

we applied a suite of unsupervised methods including preprocessing, 

clustering, and association rule mining. Our approach uncovered 

correlations that enable healthcare professionals to detect potential 

acute diseases early, improving patient outcomes, and reducing costs. 

The reliability of our extracted patterns also suggests that this 

approach can lead to significant time and cost savings while reducing 

the workload for laboratory personnel. Our study highlights the 

importance of big data analytics and unsupervised learning techniques 

in increasing efficiency in healthcare centers. 
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1. Introduction 

The blood test is usually essential for diagnosing 

diseases in the early period. By a physician's 

order, several blood attributes in hormone, 

hematology, immunology, and chemistry are 

typically tested. Since materials and devices that 

are used in these experiments are expensive, these 

laboratory experiments are costly. Moreover, in 

some countries such materials are scarce; hence, 

high costs should be paid to import them from 

other countries. It is also possible to look at the 

problems caused by this issue from another 

aspect. Since physicians spend a lot of effort for 

interpreting these test results, their workload 

increases dramatically. The workload of the 

laboratory and routine test interpretation are the 

leading causes of fatigue, which, due to human 

limitations, can cause errors in the interpretation 

of blood test results [1]. Furthermore, some 

diagnostic and laboratory procedures are invasive, 

costly, and painful for patients. When we look 

back to the vast number of tests that have been 

done in all the years since databases have emerged 

in medical science, in some areas, we can see 

abandoned volumes of data stored in healthcare 

data repositories without any analysis usage. 

Furthermore, the blood test is invasive for almost 

every person, so doing blood experiments is 

painful. In fact, in nearly every case, laboratories 

are full of unnecessary blood samples. In contrast, 

some other emergency samples need to be 

examined immediately because they warn about 

severe illnesses in individuals. The researchers 

have shown that physicians always complain 

about the lack of a reliable decision-making 

system that could help them in their routine duties 

[2, 3]. According to WHO's statistics, more than 

20% of emergencies can lead to case fatality due 

to the lack of an on-time hidden disease symptoms 

diagnosis [4]. Common diseases such as chronic 

kidney disease are the most dangerous illnesses 

with a straightforward relationship with diabetes 

that need early symptoms diagnosis; otherwise, 

they could be the main reason for the patient's 

death [5, 6]. 

A wide range of clinical diagnostic service tools is 

required to help physicians in their daily decision-

making; in this case, laboratory services are used 

to diagnose and investigate disease. The cost of 
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these services increases every year. This process 

is an excellent opportunity for equipment 

companies to market their products in medical 

centers and encourages physicians to do 

unnecessary tests, which leads to crowded 

medical centers. Consequently, individuals and 

the health ministry should afford excessive health 

expenses to import such equipment and materials. 

Recently, it has become an essential concern for 

such countries which suffer from the lack of 

resources for medical services [7]. Since there is 

no exact formula for these everyday experimental 

attributes, physicians have to do these repetitive 

tests in most cases. Thus, a precise procedure is 

needed to help physicians select the most 

appropriate attributes with the least cost and 

improve diagnostic performance. 

This paper applied data mining techniques to 

medical data, which have not received enough 

attention. We will be looking for useful 

knowledge from the blood test result of patients. 

To do that, we employed clustering and 

association rule mining techniques. The clustering 

algorithm helps to find the relationship between 

different test results. It is performed by grouping 

normal (/abnormal) results in various clusters. The 

association rule mining approach is used to find 

valuable and interesting rules from test results. 

The experts then investigate the information to 

ensure the findings are correct and can be used in 

the future. The high confidence score of the 

extracted patterns leads to time and cost savings 

and reduces laboratory personnel's workloads. 

The reminder of the paper is organized as what 

follows. Section 2 is devoted to related work in 

the field of pattern discovery in clinical data. 

Section 3 explains in detail the methodology, 

which contains the dataset, inclusion and 

exclusion criteria, and statistical analysis 

approaches. Then the results are shown in Section 

4, and a discussion of the results is provided in 

Section 5. Finally, in Section 6, we conclude and 

present suggestions for future work.  
 

2. Related Works 

The application of data mining techniques in 

medical science can significantly improve 

healthcare services [8–10]. With the development 

of information and communications technology, a 

massive amount of data related to the blood test 

results of patients is stored in data stores and 

repositories [11]. Data mining has different 

algorithms to extract patterns and knowledge to 

help better decision-making [12–14]. Physicians 

have recently paid more attention to data mining 

and machine learning techniques to analyze the 

clinical data. Most studies have focused on 

classifying the input data into several predefined 

categories.  

Wu et al. [15] utilized data mining techniques to 

predict the prognosis of patients suffering from 

rheumatoid arthritis. The study found that data 

mining algorithms were more effective than 

conventional statistical analysis methods in 

predicting the likely progression of the disease in 

these patients. This research work contributes to 

an expanding body of evidence supporting the 

potential of data mining approaches for improving 

the accuracy of medical prognoses, which could 

ultimately lead to better treatment outcomes for 

patients with rheumatoid arthritis. 

Barrios et al. [16] developed several models using 

data mining techniques to diagnose metabolic 

syndrome. Their findings suggested that 

employing an artificial neural network with three 

hidden layers is a highly effective approach for 

recognizing the syndrome and can significantly 

decrease the time needed to start treatment. 

Begum et al. [17] use data mining techniques in 

healthcare to diagnose thyroid diseases early. 

They employ various classification techniques to 

predict thyroid disease accurately. Their study 

highlights the potential for data mining to improve 

healthcare decision-making and patient outcomes 

for thyroid diseases. Thallam et al. [18] also 

developed prediction models using various data 

mining techniques to predict the presence of lung 

cancer at an early stage in a patient. This study 

compares different classification and ensemble 

models such as support vector machine, K-nearest 

neighbor, random forest, and voting classifier. 

The paper by Ayyoubzadeh et al. [19] presents a 

comparative analysis of various data mining 

techniques for predicting the length of stay (LOS). 

The study identifies the most important factors 

affecting LOS as the number of para-clinical 

services, counseling frequency, clinical ward, 

doctor's specialty and degree, and cause of 

hospitalization. Nine classifiers were applied with 

and without feature selection techniques to predict 

the LOS, and the results showed that most models 

are suitable for classification, although Logistic 

Regression has slightly better performance in 

terms of accuracy.  

Some approaches have applied association rule 

mining strategy to extract knowledge from 

medical data. Lakshmi and Vadivu in [20] discuss 

the growing interest in disease comorbidity 

prediction and the development of analytical tools 

to explore disease associations and comorbidity 

patterns using electronic health records (EHRs) 

and biological data. The study proposes a novel 
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approach based on weighted association rule 

mining for predicting disease comorbidities by 

combining clinical data and molecular data. The 

results demonstrate that this system outperforms 

existing systems in disease comorbidity 

prediction, highlighting the potential of 

integrating multiple types of data for improved 

disease prediction techniques in the medical field. 

Jayasri and Aruna [44] analyzed a medical dataset 

of diabetes patients to discover the association 

between diseases and their symptoms by a fusion 

of attention network and association rule mining. 

They used a map-reduce framework to implement 

the model. Alaiad et al. [45] integrated association 

rule mining and classification techniques to 

construct a system for predicting and diagnosing 

chronic kidney disease. Their results showed that 

applying an integrative approach using a 

combination of classification and association rule 

mining algorithms can improve the prediction of 

chronic kidney disease. 

Luo et al. [21] applied data mining techniques to 

identify potential herbal pairs for treating COVID-

19. Specifically, they utilized association rule 

mining on clinical data to identify high frequency 

combinations of herbs that have demonstrated 

efficacy in treating COVID-19 symptoms. 

Through their analysis, they identified Gancao-

Banxia as a potential herbal pair with promising 

therapeutic effects for COVID-19. 

Various other approaches based on data mining 

techniques have also been applied to clinical data 

[23, 46] to reduce the challenge of medical field 

problems, as these problems are complex that 

require more information and knowledge to 

address effectively. 

Our approach to analyzing clinical data differs 

from most existing methods in several important 

ways. Firstly, we use an unsupervised learning 

approach, which does not require pre-labeled data 

or prior knowledge of potential relationships 

among variables. Instead, our model 

autonomously identifies hidden relationships 

among blood attributes in patients' test results. By 

focusing specifically on the blood test results, we 

are able to extract meaningful information related 

to underlying health conditions and potential risk 

factors. This is different from many other related 

works, which may use different types of data 

(such as medical images or electronic health 

records) or rely on supervised learning 

approaches. One key benefit of using an 

unsupervised approach is that our model is able to 

uncover previously unknown relationships among 

blood attributes. These relationships have the 

potential to inform the development of a decision 

support system, which could help human experts 

make more informed decisions based on a broader 

range of insights.  

Overall, our approach represents a departure from 

traditional methods for analyzing clinical data. By 

prioritizing unsupervised learning and focusing on 

blood test results, we are able to uncover hidden 

relationships and provide new insights into patient 

health that could ultimately improve decision-

making and patient outcomes. 

 

 

 
Figure 1. Overall workflow of the proposed approach. 

Analyze discovered patterns 

5 Analyze discovered patterns to identify useful insights and inform decision-making in healthcare 

settings. 

1 
Collect data 

Collect a large dataset of blood test results from over one million patients. 

2 
Preprocess data 

Exclude non-numeric and subjective data, remove any errors or inconsistencies, handle missing 

values, and make it suitable for analysis. 

3 
Cluster data 

Identify underlying structures in the data using grouping similar data points together 

4 
Mine for association rules 

Identify the relationships and correlations between attributes in the dataset to find patterns of co-

occurring attributes. 



Roostaee & Meidanshahi/ Journal of AI and Data Mining, Vol. 11, No. 3, 2023 

346 
 

3. Methodology  

In this section, we first provide an introductory 

overview of the dataset used in this study. 

Following this, we expound upon the criteria and 

statistical methods that have been employed to 

ensure a comprehensive and rigorous analysis of 

the dataset. The unsupervised data mining 

techniques are used for preprocessing, clustering, 

and association rule mining on the accumulated 

data to extract meaningful relationships between 

dataset attributes. The workflow of this study is 

depicted in Figure 1. 
 

3.1. Dataset 

This study was based on about 1048576 blood test 

results from Motahari healthcare center. The 

Motahari healthcare center is a university-

affiliated outpatient clinic and the most preferred 

clinic in southern Iran, with more than 1000 blood 

samples to be tested daily. 

Data was prepared to be standard for analysis by 

Microsoft SQL Server. First, data cleaning was 

performed in consultation with physicians to 

remove errors, incorrect results, and additional 

characters. After that, the final data table was 

converted to a horizontal one for better detailed 

analysis.  

According to the data assessment, some attributes 

were repetitive in the data table. They were 

attributes chosen by physicians to diagnose 

common diseases. Table 1 shows the list of 

attributes in the used dataset. In this research 

work, only independent attributes in blood test 

results were kept, and duplicate and correlated 

features were excluded. As a result, 16 blood 

attributes were used for evaluation (Table 2). The 

details of these attributes are provided in Table 2. 
 

3.2. Inclusion and exclusion criteria 

The chosen blood attributes are generally 

categorized into hormone, hematology, 

immunology, and chemistry groups. Since some 

attributes were non-numerical (i.e. categorical), 

they were considered subjective [24], meaning 

that each pathologist interprets the result from his 

own perspective. Thus in consultation with 

pathology experts, only numerical results were 

chosen. 

As it is shown in Table 2, each blood attribute has 

a normal range. For example, the normal range of 

Creatinine is between 0.6 and 1.3. If the result is 

below this range, like 0.3, it is considered Low; 

otherwise, if the result is above the range, like 2, it 

is in the High range, and in this case, both the low 

and high ranges are in abnormal results. The 

Normal range was specified in consultation with 

pathology experts of Motahari center. 

The attributes in the hormone group were used to 

diagnose thyroid disease. The hematology group 

is related to anemia disorders, and body immune 

disorders are considered in the immunology 

group. Common diseases are renal, liver 

disorders, and diabetes.  

 

Table 1. List of attributes in the used dataset. 

Field name Description Field name Description 

FNumber File number Age Age 

SEX Sex AgeType Age type 

TSH Thyroid stimulating hormone TSH-range TSH result range 

TG Triglycerides TG-range TG result range 

Chol Cholesterol Chol-range Chol result range 

Hb Hemoglobin Hb-range Hb result range 

FBS Fast blood sugar FBS-range FBS result range 

ANA Anti-nuclear antibody ANA-range ANA result range 

AntiDNA Double-stranded DNA AntiDNA-range AntiDNA result range 

AST Aspartate aminotransferase AST-range AST result range 

ALT Alanine transaminase ALT-range ALT result range 

ALKP Alkaline phosphatase ALKP-range ALKP result range 

PTH Parathyroid hormone PTH-range PTH result range 

Ca Calcium Ca-Range Ca result range 

Ph Phosphorus Ph-range Ph result range 

BUN Blood urea nNitrogen BUN-range BUN result range 

Cr Creatinine Cr-range Cr result range 

Albumin Albumin 
 

Albumin-range Albumin result range 
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Table 2. Range of different blood attributes. 

Test name Group name Normal range 

TSH Hormone 0.36-6.3 

PTH Hormone 8.3-68 

Hb Hematology 
Female: 12-15.6 

Male: 13.5-17.5 

ANA Immunology x←result 

x < 10 Negative 

x > 10 Positive 

AntDNA Immunology x←result 

x < 40 Negative 

x > 50 Positive 

40 < x < 50 border 

line 

TG Chemistry 50-150 

Chol Chemistry 125-200 

FBS Chemistry 70-99 

AST Chemistry 1-46 

ALKP Chemistry 80-290 

ALT Chemistry 1-49 

Calcium Chemistry 8.5-10.5 

Phosphorus Chemistry 2.7-4.5 

BUN Chemistry 8-23 

Creat Chemistry 0.6-1.3 

Albumin Chemistry 3.5-5 

 

3.3. Statistical analysis 

The primary statistical analysis used in this study 

are preprocessing, Clustering and association rule 

mining, which we will describe in the following 

sub-sections. The variables without values are 

called missing values. Missing value handling is 

essential because missing data can lead to 

inaccurate analysis and modelling, resulting in 

biased or unreliable results. 

The clinical nature of the patients was unknown 

based on the information in the dataset. Each row 

did not have any labels. Moreover, there was no 

output variable to predict the results or classify 

attributes. Therefore, there was no learning from 

cases that could be specified as an outcome 

variable. According to all these characteristics, 

this dataset was unsupervised; we need to employ 

unsupervised techniques to analyze such a dataset. 

It should be noted that the most popular data 

mining techniques for unsupervised data are 

clustering and association rule mining.  

In this study, the statistical analysis was 

performed by the SPSS software system. 

 

 

3.3.1. Missing value handling 

Since patients who came to the Motahari clinic 

did not have to check all 16 attributes, the dataset 

had missing values. The researchers have found 

several techniques to complete the missing 

attributes in the dataset. Different kinds of 

techniques are used due to the nature of missing 

values in the dataset [25, 26]. 

This paper used Multiple Imputation (MI) to 

complete missing data. The basic idea behind MI 

is to simulate multiple plausible values for each 

missing data point based on the observed data. 

This creates several complete datasets where each 

dataset contains imputed values for the missing 

data points. The imputation process typically 

involves replacing missing values with plausible 

values based on other available information from 

the dataset. Mean imputation is one common 

approach to impute missing data, but many more 

sophisticated methods are available [28]. 

After imputation, an analysis is performed on each 

completed dataset separately using standard 

statistical methods. The results from all the 

analyses are then combined through a process 

known as pooling, which allows for the 

uncertainty due to missing data to be incorporated 

into the final set of estimates [27, 29]. 

The key advantage of MI is that it allows for the 

uncertainty due to missing data to be incorporated 

into the analysis. MI assumes that the missing 

data are Missing at Random (MAR), which means 

that the probability of a value being missing 

depends only on observed data, not on unobserved 

data [42, 43]. 
 

 

3.3.2. Clustering 

Clustering methods group similar objects (data 

tuples) according to their space distance into the 

same cluster. The maximum or average distance 

between cluster objects measures the clustering 

quality [30, 37]. One of the most famous 

clustering algorithms is called k-means that tries 

to puts objects into k groups based on their 

features. It has persistent steps to minimize the 

sum of squares of distances between objects and 

cluster centroid [31]. Considering that the k-

means algorithm is employed for unsupervised 

learning, the idea is that we use it to group normal 

results as well as abnormal results. 

The k in this algorithm indicates the number of 

clusters that must be determined before any 

clustering take place. The works that have been 

done in specifying the number of k on real 

applications of clustering methods have shown 

that the "random selection" method is better than 

methods that include machine learning algorithms 
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[32, 33]. Since the random selection method does 

not require prior knowledge, it is simple. 

Moreover, the approach covers the solution space, 

and no computational process is needed. 

Consequently, random selection is used to specify 

a k value in the k-means algorithm to cluster data. 

However, in order to minimize the chances of 

error in choosing the value for k with random 

selection, we validated results with various values 

of k with domain experts including pathologists to 

find the most accurate and meaningful clustering 

outcomes. 

In more detail, the first step involved generating 

k-clusters using the k-means algorithm on the 

entire dataset. Following this, domain experts 

thoroughly examined these clusters and selected 

those that contained the most meaningful and 

medically relevant attributes. From among these 

clusters, the experts identified the most reliable 

features which were then utilized to refine our 

analysis. Consequently, the final clusters 

exclusively comprise the most relevant and 

insightful attributes as discussed in Section 5. 
 

3.3.3. Association rule mining 

Association rule mining is another data mining 

technique that can be used to obtain frequent 

patterns and valuable rules from transactional data 

[34, 35]. We represent association rules as X⇒Y, 

where X and Y are sets of test attributes (For 

example, High-Cholesterol (h-ch) and High-

Triglycerides (h-tg)). This technique measures the 

co-occurrence of X and Y and the rules that has 

strong interestingness, i.e. the relationship 

between X and Y is frequently satisfied, are 

considered as useful rule [36]. 

In this study, we employ the Apriori algorithm the 

most well-known association rule mining 

algorithm. This method uses support and 

confidence as the interestedness measures. The 

support rate, which is the fraction of transactions 

that contains both X and Y is defined as follows: 

𝑠𝑢𝑝(𝑋 ⇒ 𝑌) =
𝑠𝑢𝑝(X ∪ Y)

|T |
 (1) 

And confidence of a rule is defined as follows: 

𝑐𝑜𝑛𝑓(𝑋 ⇒ 𝑌) =
𝑠𝑢𝑝(X ∪ Y)

𝑠𝑢𝑝(X)
 (2) 

where 𝑠𝑢𝑝(𝑋) refers to the number of transactions 

contain 𝑋, and 𝑠𝑢𝑝(𝑋 ∪ 𝑌) is the number of 

transactions containing both 𝑋 and 𝑌. This 

equation gives the maximum likelihood of 𝑃(𝑌|𝑋). 

An item set can be used to generate a rule when it 

holds minimum support and minimum confidence 

specified by the user. However, specifying 

constraints for support and confidence is an issue 

for the user to extract valuable and meaningful 

rules.  

When so many rules are extracted from the 

dataset, a high support constrain avoids the 

explosion of frequent items. However, it may lose 

valuable patterns with low support, which have 

high confidence. It should be noted that rules with 

high support are often well-known in the area, 

while knowledge is the underlying rare high-

confidence rules that need to be mined [38]. 

To ensure that valuable patterns emerge, we 

should choose the lowest values for support. 

However, this strategy results in rule explosion. 

We can handle this issue using another measure 

named lift or interest. Therefore, each rule should 

have a positive lift. The method effectively finds 

rules with low support and high confidence and 

reduces imprecise rules [39].  

Given an association rule 𝑋 → 𝑌, where 𝑋 is called 

the antecedent and Y is called the consequent, the 

lift measure is calculated as follows: 

𝑙𝑖𝑓𝑡(𝑋 → 𝑌) =
𝑃(𝑋 ∪ 𝑌)

𝑃(𝑋). 𝑃(𝑌)
=

𝑐𝑜𝑛𝑓(𝑋 → 𝑌)

𝑠𝑢𝑝(𝑌)
 (3) 

There are three different possible values for lift 

[40, 41]: 

I. If the calculated lift value is less than 1, it 

means that 𝑋 and 𝑌 are negatively correlated (i.e. 

the occurrence of 𝑋 has a negative effect on the 

occurrence of 𝑌). 

II. If the calculated lift value is 1, then 𝑋 and 𝑌 are 

independent. 

If the calculated lift value exceeds 1, 𝑋 and 𝑌 are 

positively correlated (i.e. 𝑋 and 𝑌 appear together 

frequently).  
 

4. Results  

This section focuses on the results obtained from 

applying clustering and association rule mining 

techniques. The clusters and rules were generated 

by utilizing both normal and abnormal ranges of 

values for various attributes. Although some 

mixed clusters or rules were detected, we 

discovered that those based solely on normal or 

abnormal values were more dependable. This was 

confirmed by experts' opinions as well as 

interestingness measures. Consequently, only the 

significant rules and clusters approved by experts 

are presented. 

Four different groups of results are shown in the 

following. The first two results are related to 

clustering of normal and abnormal results, the rest 

are related to the patterns discovered by 

association rule mining technique.
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Cluster 1 Cluster 2 Cluster 3 

   

Figure 2. Clustering results in normal range.

4.1. Clusters of normal results 

Initializing the value for k had been done 

repetitively, and physicians checked the results of 

each. The best results, according to physicians' 

confirmation, are shown in Figure 2. As it can be 

seen, a normal relationship between some blood 

attributes emerged. These three clusters illustrate 

which normal attributes can occur together. 
 

4.2. Clusters of abnormal results 

According to repetitively k selection for detailed 

analysis of the abnormal results, the most 

meaningful result in physicians' opinions was 

k = 10. As shown in Figure 3, some blood 

attributes are in one cluster, meaning there is a 

close relationship between them. Since each 

attribute is an indicator of a disorder in the human 

body, clusters indicate the occurrence of an 

anomaly as the side effect of the disease. 
 

4.3. Association between normal results 

In consultation with pathologist experts, 

association rule mining was done by           

𝑚𝑖𝑛_𝑠𝑢𝑝 = 40% and 𝑚𝑖𝑛_𝑐𝑜𝑛𝑓 = 50%; many rules 

were extracted from the dataset. Worthwhile 

relationships were chosen from the rules. The 

rules with a high percentage of support and 

confidence confirmed our results in the normal 

clusters. Table 3 shows that when an attribute is in 

a normal range, other attributes are in a normal 

range too. 
 

4.4. Association between abnormal results 

As noted, when min_sup is too high, useful rules 

are lost, especially in unsupervised datasets. 

Therefore, the results of the occurrence of 

diseases are much less than normal. Once high 

min_sup is chosen, such valuable abnormal rules 

would be lost. In this case, researchers suggest 

using lift measure in addition to min_sup and 

min_conf. As a result, when an attribute is in the 

abnormal range, it can be concluded that other 

attributes are also not normal. Abnormal rules 

extracted by association rule mining confirmed 

the abnormal clusters mentioned in the clusters of 

abnormal results (Table 4). Pathologists 

confirmed the valuable rules. Each cluster was 

meaningful when association rule mining was 

performed by lower min_sup and min_conf.

 

Cluster 4 Cluster 5 

  

Figure 3. Clustering results in abnormal range. 
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Table 3. Association rules in normal range. 

Rule number Antecedent Consequent Support% Confidence% 

1 TSH_Range = Normal TG_Range = Normal 71.78 87.45 

2 TSH_Range = Normal Chol_Range = Normal 78.35 87.25 

3 
BUN_Range = Normal 

Cr_Range = Normal 
Hb_Range = Normal 68.23 93.91 

4 
BUN_Range = Normal 

Cr_Range = Normal 
Calcium_Range = Normal 62.22 93.77 

5 
BUN_Range = Normal 

Cr_Range = Normal 
PTH_Range = Normal 80.96 93.81 

6 FBS_Range = Normal TG_Range=Normal 58.26 73.53 

7 ANA_Range = Negative AntiDNA_Range = Negative 47.23 91.32 

8 
AST_Range = Normal 

ALT_Range = Normal 
ALKP_Range = Normal 99.26 76.88 

9 PTH_Range=Normal Calcium_Range = Normal 60.50 62.35 

10 PTH_Range = Normal Phosphorus_Range = Normal 58.49 54.30 

11 TG_Range = Normal Chol_Range=Normal 71.75 83.84 

 

Table 4. Association rules in abnormal range. 

Rule number Antecedent Consequent Support% Confidence% Lift 

12 TSH_Range = High TG_Range = High 4 97.941 24.25 

13 TSH_Range = High Chol_Range = High 4 88.231 22.05 

14 
BUN_Range = High 

Cr_Range = High 
Hb_Range = Low 3 88.536 29.51 

15 
BUN_Range = High 

Cr_Range = High 
Calcium_Range = Low 3 66.216 22.07 

16 
BUN_Range = High 

Cr_Range = High 
PTH_Range = High 3 99.635 33.21 

17 FBS_Range = High TG_Range = High 49 98.834 2.01 

18 
AST_Range=High 

ALT_Range = High 
ALKP_Range = High 13 99.816 7.67 

19 PTH_Range = High Calcium_Range = Low 55 76.03 1.38 

20 PTH_Range = High Phosphorus_Range = High 70 70.135 1.08 

21 TG_Range = High Chol_Range = High 27 96.583 3.57 

 

5. Discussion 

The current section discusses the main findings 

from Figures 1, 2 and Tables 3, 4. The obtained 

results validate the applicability of the data 

mining techniques in this field. In the following, 

we refer to rule number i as Ri. 
 

5.1. Relationship between TSH and TG 

Generally, hypothyroidism causes metabolism 

reduction. In this case, metabolism reduction leads 

to high triglycerides. The process demonstrates a 

straightforward relationship between the primary 

and secondary events. Accordingly, as R12 (shown 

in Table 4), when TSH is in the high confidence 

range of 97.94%, physicians can be sure that this 

event leads to a high degree of TG in one's body 

(Figure 4). The application of this rule is in the 

diagnosis of hypothyroidism and 

hypertriglyceridemia. Moreover, as R1 (shown in 

Table 3), when TSH is in the normal range by the 

confidence of 87.45%, the TG is also in the 

normal range. 
 

5.2. Relationship between TSH and Chol 

Figure 5 demonstrates that the high Chol and high 

TSH relationship is stronger than the relationship 

between when these attributes are in low ranges. 

Moreover, a high TSH range in the body causes 

an increased range of cool by the confidence of 

88.23% (R13). Besides, by 87.25% of confidence, 

when TSH is in the normal range, Chol is also in 

the normal range (R2). Experimental studies have 

shown that excessive secretion of TSH leads to a 

dramatic reduction of metabolism, which is one of 

the hypothyroidism side effects. 
 

5.3. Relationship between TG and Chol 

Hereditary disorders, poor nutrition, and body 

organ disorders are essential factors in a blood 

attribute's abnormal range. As it is shown in 



Hidden Pattern Discovery on Clinical Data: an Approach based on Data Mining Techniques 

351 

 

Figure 6, TG and Chol changes occur 

simultaneously. Tables 3 and 4 indicate that when 

TG is in the high degree of confidence of 96.58%, 

Chol is also in the high range (R21). In addition, 

by the confidence of 83.84%, these two attributes' 

normal ranges occur simultaneously as well (R11). 
 

5.4. Relationship between FBS and TG 

Blood sugar is a critical factor that reduces the 

body's metabolism and increases blood lipids such 

as TG. This paper demonstrated that if the FBS 

level rises in the blood by a confidence of 

98.83%, the TG will be in the high range (Figure 

7 and R17). Furthermore, the other relationship 

between these two attributes is that by the 

confidence of 75.53%, a normal range of FBS 

leads to a TG normal range (R6). 

 

5.5. Relationship between BUN, Cr, and Hb 

Figure 8 illustrates that renal failure influences 

enzymatic metabolism mechanisms, including 

Protein synthesis disruption in the body. 

Consequently, due to renal failure, the body's 

waste such as blood urea nitrogen and creatinine 

increases marginally. Unfortunately, the process 

causes Hematopoietic System failure. In this case, 

the hemoglobin level declines in the blood. This 

rule is worthwhile for renal failure and anemia 

diagnosis. By the confidence of 88.54%, a high 

range of BUN and Cr causes Hb reduction in the 

body (R14). Also when BUN and Cr are in a 

normal range by the confidence of 93.91%, Hb is 

also in the normal range (R3).  

 

 
 

 
 

 

 
 

 

 
Figure 4.  Link chart of TG and TSH. 

 
Figure 5.  Link chart of TSH and Chol. 

 

Figure 6.  Link chart of Chol and TG. 

 

Figure 7.  Link chart of FBS and TG. 
 

5.6. Relationship between BUN, Ca, and Cr 

Renal failure has many dangerous side effects in 

patients. When renal fail, H+ ions (acid) will 

increase, which leads to calcium decreasing and 

blood's Ph increasing (Figure 9). The rule is 

helpful for physicians in order to diagnosing renal 

failure and hypocalcemia. By the confidence of 

66.22%, the high range of BUN and Cr causes the 

low Cr range (R15). Moreover, by the confidence 
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of 93.77%, when BUN and Cr are in the normal 

range, the Ca is normal, too (R4). 
 

5.7. Relationship between BUN, Cr, and PTH 

When renal failure happens, parathyroid gland is 

stimulated. This stimulation leads to secrete too 

much parathyroid hormone (PTH) in the human's 

body (Figure 10). This rule can give better insight 

into renal failure and its side effects. High 

confidence of 99.64% indicates a relationship 

between the high ranges of these three attributes 

(R16). In the normal range of BUN and Cr, there is 

a high confidence of 93.81%; furthermore, PTH is 

also in the normal range (R5). 
 

5.8. Relationship between PTH and Ca 

Parathyroid gland disorders have some side 

effects on the human body. In such a situation, the 

PTH range increases in the body (Figure 11). In 

this case, there is a confidence of 76.03% that the 

Ca range is reduced in the blood (R19). Moreover, 

when PTH is in the normal range by the 

confidence of 62.35%, Ca is in the normal range, 

too (R9). 
 

5.9. Relationship between PTH and Ph 

Phosphorus is one of the indicators of mineral 

balance in the blood and bones. In many cases, its 

changes are unlike calcium. As evident from the 

results (Figure 12 and R20), by the confidence of 

70.14%, a high Ph range causes an increased 

range of PTH, which is a meaningful rule for 

physicians. Furthermore, by the confidence of 

54.30%, these two attributes are in the normal 

range simultaneously (R10). 

 

 
Figure 8.  Link chart of BUN, Cr, and Hb. 

 

Figure 9.  Link chart of BUN, Ca, and Cr. 

 

Figure 10.  Link chart of BUN, Cr, and PTH. 

 

 

Figure 11.  Link chart of Ca and PTH. 

5.10. Relationship between ANA and Anti-

DNA 

ANA and Anti-DNA are indicators of immune 

health in a human's body. The negative results of 

these two attributes indicate healthiness in 
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immune diseases (Figure 13). One of the most 

critical applications of this result is for 

rheumatism diagnosis. The incidence of negative 

consequences in these two attributes has 91.32% 

confidence (R7). 
 

5.11. Relationship between ALT, AST, and 

ALKP 

There are too many indicators of liver function 

healthiness. ALT, AST, and ALKP are the most 

prominent indicators compared to the others. 

Liver failure leads to high ALT, AST, and ALKP 

by high confidence of 99.82% (Figure 14 and 

R18). In their normal range, these attributes have 

high confidence of 99.26% (R8). 
 

6. Conclusion 

Imagine being able to predict potential health 

issues before they even arise. That's exactly what 

we set out to do in this study. Using the power of 

big data analytics, we analyzed more than one 

million blood test results from patients to uncover 

hidden relationships between different blood 

attributes. Through cutting-edge techniques like k-

means clustering and Apriori association rule 

mining, we were able to pinpoint which blood 

attributes were most closely linked to one another. 

And the results were staggering - not only did we 

identify which attributes were normal or 

abnormal, but we also discovered that some 

attributes could serve as early warning signs for 

potential acute diseases. Our findings can be 

leveraged to save costs on unnecessary testing and 

improve patient care. Physicians can use this 

information to better diagnose and treat patients, 

while also considering individual factors. This 

study represents a significant advancement in 

utilizing big data to enhance healthcare outcomes.  

Our future work aims to use the proposed schema 

to solve other complex tasks, such as  citation 

worthiness [22]. We also plan to employ advanced 

data mining techniques, inspired by the approach 

introduced in [31], to create innovative systems 

for analyzing clinical data.  
 

 

 

Figure 12.  Link chart of Ph and PTH. 

 

Figure 13.  Link chart of ANA and anti-DNA. 

  
Figure 14. Link chart of ALKP, ALT, and AST. 
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 چکیده:

 یس ع م ار،یب ونی لیم کیاز  شیخون ب شیآزما جیبزرگ از نتا یامجموعه داده یبدون نظارت بر رو یداده کاو یهاکیمطالعه، با استفاده از تکن نیدر ا

و  یع ددریغ یه ااز دق ت م دل، داده ن انیاطم ی. ب رامیداش ت جیرا یهایماریب صیدر تشخ یخون اضاف یهابه انجام تست ازیدر به حداقل رساندن ن

و  یبندپ ردازش، خوش ه شیب دون نظ ارت از لمل ه پ  یه ااز روش یامجموع ه ها،یژگیو نیروابط ب یی. به منظور شناساکنار گذاشته شدند یفیتوص

مراح ل  ررا د یح اد احتم ال یهایماریسازد بیرا کشف کرد که پزشکان را قادر م یروابط یشنهادیپ کردیبه کار گرفته شد. رو یانجمن نیاستخراج قوان

 نی که ا دهدینشان م زیشده ناستخراج یالگوها نانیاطم تی. قابلسازدمیرا ممکن  هانهیو کاهش هز ماریب جید نتابهبو جه،یکنند و در نت ییشناسا هیاول

 تی . مطالع ه حاض ر، اهمودش  شگاهیپرسنل آزما یبرا یحال کاهش بار کار نیو در ع نهیقابل توله در زمان و هز ییلومنجر به صرفه تواندیم کردیرو

  .کندیبرلسته م یمراکز بهداشت ییکارا شیبدون نظارت را در افزا یریادگی یهاکیبزرگ و تکن یهاداده لیو تحل هیتجز

 .یبند، خوشهکشف قوانین انجمنیبدون نظارت،  یریادگی ،یداده کاو ،ینیبال یهاادهد :کلمات کلیدی

 


