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 Due to the small size, low contrast, and variable position, shape, and 

texture of multiple sclerosis lesions, one of the challenges of medical 

image processing is the automatic diagnosis and segmentation of 

multiple sclerosis lesions in magnetic resonance images. Early 

diagnosis of these lesionns at the first stages of the disease can 

effectively diagnose and evaluate the treatment. Also automated 

segmentation is a powerful tool to assist the professionals in improving 

the accuracy of the disease diagnosis. In this work, we use the 

modified adaptive multi-level conditional random fields and the 

artificial neural network in order to segment and diagnose multiple 

sclerosis lesions. Instead of assuming the model coefficients as 

constant, they are considered as the variables in the multi-level 

statistical models. This work aims to evaluate the probability of lesions 

based on the severity, texture, and adjacent areas. The proposed 

method is applied to 130 MR images of the multiple sclerosis patients 

in two test stages, and results in a 98% precision. Also the proposed 

method reduces the error detection rate by correcting the lesion 

boundaries using the average intensity of neighborhoods, rotation 

invariant, and texture for very small voxels with a size of 3-5 voxels, 

and it shows very few false-positive lesions. The suggested model 

results in a high sensitivity of 91% with a false positive average of 0.5. 
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1. Introduction 

Magnetic resonance imaging is a key instrument 

for detecting brain lesions and plaques in the 

white tissue. The features like high accuracy in 

detecting soft tissue and distinguishing between 

normal and abnormal tissue make MR images 

play a key role in diagnosing MS [1, 2, 6, 11]. 

Also the MRI techniques can help determine the 

size and location of the plaques. The main goal of 

image segmentation is to divide an image into the 

segments where the pixels of each segment have 

the most similar features and characteristics. Even 

for a specialist, it is challenging to perform an 

accurate evaluation and segmentation of MS 

lesions in the MR images [16, 9]. Routine 

pathology segmentation is difficult for the lesions 

with small size, location or tissue. Sometimes the 

lesions reach 3 or 4 small voxels in size. Besides, 

a low contrast between the target and the 

background will increase the challenges such as 

not recognizing the structure or improper labeling 

[7]. Currently, image segmentation is done 

manually in order to determine the size and 

location of lesions. Auto-segmentation can 

overcome the disadvantages of manual 

segmentation of images. It is not time-consuming, 

and performs more accurately than the manual 
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diagnostics. Another problem of manual 

diagnostics is counting lesions, considering the 

confluent lesions, which overlap and cannot be 

easily separated [1]. 

The techniques based on the area or textures have 

been presented. Different segmentation and 

classification methods have been proposed for the 

lesion's diagnosis; in most of them, the image 

pixels are exclusively classified with no regard to 

the neighboring pixel’s spatial association, which 

makes the small based-voxel lesions classification 

incorrect [1, 16, 17]. Considering this limitation, a 

method called GMM-EVT aimed at identifying 

the white matter lesions has used the farthest point 

value theory to consider the natural brain tissue 

model. The advantage of this technique is that all 

the segmented structures are topologically 

constrained, allowing subsequent processing such 

as the cortical unfolding or diffeomorphic shape 

analysis technique [22]. A new technique by [3] 

has called LST using a modified mathematical 

expectation-maximization algorithm to segment 

the brain tissues and a partial volume class. The 

limitation of such a technique is that it may 

converge too late. The segmentation-based atlas 

requires a pre-segmentation atlas construction. 

Besides, the trained dataset requires a prior 

segmentation, and suffers from low or internal 

variability disadvantages. This method is not 

flexible, with no limitations on the imaging 

parameters. Another Atlas-based segmentation 

method called Lesion-TOADS uses a statistical 

atlas that can topologically constrain all the 

segmental structures, and consequently, identify 

the exact cortical shape due to a subsequent 

processing. In the small structures of false voxels, 

the FP rate is increased. Thus the challenge of 

small-scale lesions remains [17]. Another method 

called MSmetrix is an accurate automated method 

for lesion segmentation in MR images with no 

training data, and is not dependent on the scanner. 

Although the dice similarity index for MSmetrix 

is significantly higher than LST, Lesion-TOADS, 

when there is a large amount of data, the method 

requires time and the expert knowledge for 

manual labeling [14]. Several methods such as 

fuzzy and non-fuzzy clustering techniques are 

used for the MR image segmentation [8]. Many of 

these approaches focus on dividing a central 

object or a healthy structure of surrounding tissue 

and backgrounds, which often can result in 

extracting high features based on the intensity and 

texture patterns from the surrounding background 

[15]. Some methods use color information, 

graphical models, and different color spaces. 

Although the color-based methods have a 

relatively worthy speed, their accuracy is not 

significant [1, 12]. In the recent studies, the 

researchers have been focusing on the artificial 

neural network as well as deep learning in order to 

overcome the challenges and improve the 

segmentation accuracy of the small voxels [1, 12, 

23]. One of the most common DL methods is the 

convolutional neural networks for detecting 

lesions in images [2]. A study using CNN for 

image segmentation seeks to identify the areas of 

the brain affected by lesions with higher intensity 

areas. The main advantage of using CNN is the 

ability to transfer this architecture onto the 

hardware; however, the issue of the time 

complexity will remain. Since the method uses 

fluid-attenuated inversion recovery images, MS 

lesions appear severe in the FLAIR images; 

however, their intensity characteristics overlap 

with the WM and GM textures, causing specific 

segmentation problems, and are also affected by 

noise [5, 11].  Some longitudinal approaches 

based on CNNs independently provide a cross-

sectional segmentation of lesions at each time 

point using longitudinal information. A new 

model combines the intensity-based and 

deformation-based features within an end-to-end 

DL approach, and deals with lesion changes in the 

brain MRI. The results obtained indicate that the 

end-to-end training model increase the accuracy 

of the new T2-w lesion detection [22]. Also the 

techniques used in a combination of deep CNN 

and wavelet transform can enable the reduction of 

image size and highlight the specificity of MS 

lesions in addition to reducing the number of 

network parameters. They can perform a better 

segmentation of the lesions of different sizes. 

However, the limitation of a high execution time 

remains [2,3]. Another study uses a sequence of 

two CNN for automated spinal cord and MS 

lesion segmentation. The lesion segmentation 

results are generally within the range of manual 

segmentations, although the FP rate is not 

significant and requires further investigation [13]. 

In a similar study, the DL used with conventional 

MRI identifies enhanced lesions in MR images 

from unenhanced multi-parametric MRI with 

moderate to high accuracy; however, there are a 

lot of limitations that show that the method needs 

more investigations for identifying enhancing 

lesions [20]. 

Generally, one of the challenges of using the DL 

methods is the selection of the model and 

hardware resources. Also the development of a 

DL method to detect MS lesions in MR images 

requires more images and experience. Another 

challenge is that there is no access to adequate 
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hardware resources to implement the DL 

architectures [1, 23]. In a study, a statistical 

hybrid model has diagnosed MS lesions in MR 

images using the color and texture features. A 

voxel-based CRF is used to identify the candidate 

areas. A CRF with higher texture-level features is 

used to reduce and eliminate the artifacts. This 

technique has eliminated many of the 

segmentation challenges [15]. Also it can be 

improved to reduce false positives in small voxel 

pathologies, and correct the lesion boundaries by 

considering the unique features of the image.  

The main purpose of this work is to overcome the 

time complexity limitations, and to improve the 

accuracy and lesion boundary correction. Also 

this paper considers the usefulness of feature 

extraction by modified CRF and explores the use 

of ANN for automatic feature extraction. Thus 

this work seeks to address the evaluation of the 

likelihood of lesion based on severity, tissue, and 

adjacent areas and the correction of lesion 

boundaries, accuracy improvement, and the FPs 

reduction in small voxels by combining a 

modified CRF with the ANN extracting unique 

features of the image. The algorithm has two steps 

to extract higher features of the image. A 

modified CRF uses higher features of the image 

such as the average intensity of neighborhoods, 

rotation invariant, and texture which have been 

used to segment the images and identify the initial 

candidate regions. Then ANN uses these 

candidate regions to automatically extract the 

features of the image to remove the artifacts and 

identify the final lesions. 

In the following section, in the materials and 

methods, the CRF and the proposed modified two-

phase method are studied. In Section 3, the 

proposed method used in this work is introduced. 

Section 4 shows the results and discussion and 

introduces the database. 

 

2. Materials and Methods 

In general, the automatic segmentation strategies 

of MS lesions are divided into two categories; 

supervised and unsupervised. In the supervised 

methods, the information from physician-

mediated images and also atlas information is 

used, and in the unsupervised methods, lesions are 

segmented directly and without the training step. 

[16]. In this work, an adaptive CRF model that 

has been used in [15] is improved by combining 

the higher-order features, which increases the 

accuracy of image segmentation. CRFs are one of 

the most powerful graphical models that include 

interlocking models. CRFs directly model the 

likelihood distribution of the label on the 

observation condition. They do not include the 

generating models' defects, which share the label's 

distribution and observations assuming that the 

observations are independent from the label's 

condition. 

 

2.1. Adaptive Multi-level Conditional Random 

Fields   

Suppose that we have two sets of variables X and 

Y. Consider that we have a graph whose variables 

are defined on it, i.e.   (  )     is a pair (X, Y) 

that is a random field that has the Markov 

characteristic below: 

( , , ) ( , , )
v w v w

p Y X Y w v p Y X Y w v   (1) 

in which w⁓ and v mean that w and v are in the 

same neighborhood. 

The general conclusion of a random condition is 

difficult to calculate. However, for some special 

circumstances, they can be solved simpler: 

If the graph is without a loop, then the message 

passing the algorithms will get the correct answer. 

In a special case, if the graph is a chain, then the 

forward-backward algorithm and the Viterbi 

algorithm get the right answer. 

In the case where the graph has binary potentials, 

the minimum cutting algorithm obtains the 

optimal answer. 

The method of analyzing the AMCRF model is 

that x and y are represented in sequence, 

respectively, as the input images and labels, and 

each image contains the p voxel. The CRF model 

with Gibbs probability distribution is as follows: 

1
( ) exp( ( ) ; ))

( )

1
exp( ( )

( )
c C

y c
c

p X Y E Y X

Z x

E Y X

Z X






  



 

(2) 

where energy 0)( XyE c  is configured for Yc; )( Xyc  

is the response parameter; z(x) is a segmentation 

function. C is the set of all clicks in a 

unidirectional graph and is also a subset of 

vertices in which both vertices in this subset are 

represented by an edge connected. E is the graph 

energy that can be decomposed inside the energy 

of the clicks. Yc represents the standard click tag. 

The most classifying medical vision problems or 

imaging are related to formulating with the CRF 

energy clicks [15]. 

 

2.2. Modified AMCRF 

2.2.1 Voxel-based CRF 

This level of CRF with cliques of size up to three 

is used in order to identify the candidate areas, 

which is calculated using the following 

corresponding posterior: 
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(3) 

where φ, ϕ, and ψ represent the voxel surface 

potentials for the unary, and pairwise and triplet 

cliques, respectively. The voxel-level parameters, 

λv, modulate each term's effect in the final 

decision, and are learned in the training phase. 

The main goal of this level is to evaluate the 

likelihood of lesion, based on severity, tissue, and 

adjacent areas, and to improve the lesion 

boundary correction in the next level. Not all of 

these detected regions are enhancing lesions, and 

there are some FPs. A patch p is considered 

around each candidate. The classification at the 

voxel level in this work was taken from [15], with 

some differences. This work improved the voxel-

based model, and considered the average intensity 

parameter of the voxels for just pairwise and 

triplet cliques to improve the lesion boundaries in 

the next level. μ and σ are the mean and median 

for the standard deviation of the patch relatively. 

Then for each voxel, it calculates the average 

intensity of the neighborhood, and finally, creates 

a score Sv as: 
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1 v
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i
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|P| is the cardinality of the patch category. Each 

classification can use Equation (3) for probability. 

At the end of the voxel level analysis, the 

probability of lesion per voxel was determined by 

a binary threshold label (0 or 1). At this point, the 

goal was to maintain a high sensitivity to the cost 

of additional FPs [15]. The candidate areas were 

detected as 26-connectedness in a 3D set of 

voxels.  

Another difference between the method in this 

research work with [15] is the classifier to model 

the probabilities. This method uses a Naïve Bayes 

classifier, which has better results, and is 

computationally efficient both during the training 

and testing, and also provides the probabilistic 

outputs. The region inside the patch was 

forwarded to the next level.  
 

2.2.2. Lesion-based CRF: Modified AMCRF 

with Higher-level Features 

At the lesion level, for the region inside the patch 

where the higher-order textural descriptors are 

used together with the voxel-wise interactions, a 

new CRF model is built in order to modify the 

boundaries of lesions and discriminate the 

enhancing lesions from the candidates. 

Concurrently, as the adaptive adjustment 

possibility of the region boundaries uses separate 

parameters, considering the    kth texture type 

and a higher-order   
   specificity extracted from 

the patch area, the modified AMCRF lesion 

surface is as follows: 
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(7) 

A binary variable   
  was defined for each higher-

order feature   
  . Ψk and Ωk represent the higher-

order unary and pairwise term score responding to 

the kth texture, and are defined as: 

   lo| g |k k k kJ J J J

p p pk p
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where  (  
  |  

  )represents the likelihood of 

detecting a pathology inside the patch, and is 

obtained by a weighted sum of the probabilities. 

In addition to the 2D histogram encoding spatial 

and intensity information in a particular reference 

pixel and the 2D histogram descriptor that 

encodes spatial information and gradient 

orientations [16], this modified method used the 

statistical moments of the gray-level histogram for 

feature extraction. Let z be a random variable 

denoting the image gray levels and p(zi) i = 1,2, 

…L-1 be the corresponding histogram, where L 
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represents the distinct grey levels. P(zi), i = 1...N is 

the normalized histogram so that ∑     p(zi) = 

1. The considered features, extracted from the 

histogram, are uniformity, intensity variation R, 

and 2th/3th-order momentum: 
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3. Proposed Method 

This paper first presents a modified AMCRF 

model for the segmentation stage and ANN for 

diagnosing MS in the MR images. In this work, in 

order to eliminate false lesion areas, a new 

algorithm has been proposed that maximizes the 

average segmental results of the physician's 

segmentation. The detection and segmentation 

process of MS lesions presented in this section 

consists of four general blocks depicted in Figure 

1. Each one of the blocks is described completely. 
 

 
Figure 1. Diagrams of the proposed method 

(MAMCRF-BPNN). 
 

3.1. First Block-Pre-Processing Image 
The pre-processing step was performed on the 

initial MR image in order to prepare the model for 

the segmentation step, and the median low-pass 

filter was applied to enhance the MR image. The 

edge filter was used to identify the edges of the 

regions in the image. Usually MRIs have high 

dimensions, which make computational 

challenges for processing. Therefore, the 

dimensions of the image were adjusted. Before the 

image segmentation, the border was plotted, and 

the image was zoned to obtain the image areas. 

Then the different regions derived from the image 

were calculated and stored. Finally, the extra 

obtained areas were eliminated (Figure 2). 
 

 

Figure 2. First block Diagram-Pre-processing the 

image 

3.2. Second Block-segmentation of MR Image 

Image segmentation was accomplished by a 

modified adaptive CRF; alongside, the MS lesions 

in the brain (where the lesion and healthy tissue 

are connected, such as blood vessels) were 

segmented. In this block, a modified CRF was 

used, and the essential areas were taken according 

to the pixel brightness intensity. At this stage, an 

initial threshold was made, and the pre-processed 

image became normal. In the next step, the critical 

areas were stored. Finally, these areas were 

labeled. After pre-processing the image, a 

modified AMCRF was presented in two steps by 

combining the higher-order features in order to 

detect and segment the images. In the first step, a 

voxel-based CRF was used to identify the 

candidate areas for the lesion. For the voxel-and 

lesion-level CRF, the method was applied to learn 

the parameters separately. The standard maximum 

log-likelihood (or minimum negative log-

likelihood–NLL) approach was applied. For 

learning the modified model phase, the maximum 

log-likelihood (minimum negative log-likelihood–

NLL) was applied in order to find the optimum 

parameters at each level for M training samples. 

By applying the voxel-level model to a subset of 

the training data, a set of lesion candidates was 
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Canny edge detection 
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obtained. According to the true or false detection, 

the textural features were computed for each 

candidate and saved, and once the parameters 

were learned, the task of inference was to 

compute the joint distribution of all the output 

variables. Finding the most likely configuration 

could then be applied to find the labelling that 

maximized the joint distribution of the output 

variables. 

At this stage, the regions obtained were stored in 

the SEG matrix. Also there were artifact points at 

this stage. In the second phase of this algorithm, 

the lesion level CRF was performed in order to 

remove the areas mistakenly identified as the 

lesion candidates.  

This model considered the combination of higher-

order features for extracting the features. Also 

differentiation between the healthy and non-

healthy tissues was performed (Figure 3). 
 

 

Figure 3. Examined images for modified adaptive MCRF. 

In the first stage, there was a CRF voxel-level to 

produce the lesion areas, and was performed so 

that the sensitivity of the diagnosed tissue was 

done with a high precision. Voxel level’s labeling 

for segmentation and classification (location of 

the lesion) was used in the second phase. In the 

second stage, a small number of lesion candidates 

remained. Unlike the previous methods, which 

only detect the lesions’ range, the comparative 

modified AMCRF model identifies the 

unnecessary false diagnoses and the extent of the 

lesion. At this stage, both the healthy voxels and 

the high-order features were used to optimize and 

deduce the lesion area (Figure 4). 
 

 

Figure 4. MAMCRF Diagnostic Diagram. 

AMCRF: The level of voxel and lesion, as shown 

in Figure 5, shows how the model automatically 

uses learning. 

 

Figure 5. Determination of lesion using multi-level and 

voxel-level analysis. 

Modified voxel-level CRF: At this level, the 

voxel-based CRF, with voxels of up to 3, was 

used to identify the candidate area of the lesion, 

according to Figure 6. 

 

Figure 6. Tested images from the BrainWeb database. 

There are multiple probabilities for the possibility 

of different labels for the neighbouring voxels, 

which is particularly useful for a small size 

detection. In cases where the neighbouring voxels 

have the same label, the field energy will not 

increase. In the voxel level analysis, there is a 

possibility of obtaining a lesion. In general, this 

block's output is the segmental image and the 

areas of the specified lesion. The candidate 

regions, as well as the higher-order tissue features, 

were identified for the MS lesions. 

  

Candidate Lesion 

High-order features in each 
candid 

Lesion-based CRF: 
Modified adaptive CRF 

with texture and Gray-level 

histogram features 

CRF Voxel-

based 
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3.3 Third Block-determine Initial Points 

Since there’s the possibility of existence of 

artifacts after applying the improved CRF model, 

and also lesions with small size and large numbers 

for classification in the neural network results in 

computational complexity, thus in order to 

improve the detection accuracy, reduce the 

computational complexity, and reduce the 

artifacts, four types of spatial filtering were 

designed logarithmically in order to detect new 

target areas, filter and extract the areas suspected 

to the lesion, and separate the lesion area from 

unnecessary false diagnoses (derived from the 

second phase of CRF). The target locations were 

circular and bright, where the intensity of the 

signal was relatively different. The filtering 

included the parts that were not considered to be 

lesions. At this stage, the initial candidate points 

were obtained. 
 

3.4. Fourth Block-classification and Diagnosis 

of MS 

In this block, after determining the candidate's 

initial points, the candidate lesions were inserted 

into ANN, and the output was the final lesions 

resulting from MS. In this research work, back-

propagation learning was used. The applied neural 

network had the following structure: 

 An input layer was provided to obtain the 

primary candidate locations with the number of 

neurons equal to the initial candidate locations. 

(hyperbolic tangent function). 

 10 neurons for the hidden layer (hyperbolic 

tangent function). 

 An output layer was also considered; the number 

of neurons in this layer was equal to the number 

of final lesions (and target position lesions; 

linear activation function). 

The supervised learning was done by a 

neurologist during the training phase, and a set of 

patterns were the inputs, and a collection of 

patterns corresponding to the target position 

(target) were the outputs of ANN. In the proposed 

method, the network explores feature extraction 

automatically. The inputs are the candidate points 

of the third block, brightness average, and 

multiply the index area by the brightness value. It 

is important to note that the lesions are both 

different in intensity and within the indicator area. 

However, in the non-lesion areas, these 

parameters are absent. The third input is relatively 

long-lived due to lesions whose light intensity is 

slightly lower in the indicator area. ANN is 

trained by 1000 epochs and a significant output 

classifier based on the discovery of the collective 

characteristics using the data labelled by the MS 

specialist in the training phase. An input layer was 

provided to obtain the primary candidate locations 

with the number of neurons equal to the initial 

candidate. An output layer was also considered; 

the number of neurons in this layer was the same 

as the number of final lesions. The learning rate 

was proportional (averagely 0.5). In the hidden 

layer of this network, ten neurons were 

considered. In this layer, the hyperbolic tangent 

function
1
 was used. The tanh function was 

extensively used than the sigmoid function since it 

delivered a better training performance for the 

multi-layer ANN. Also it produced a zero-

centered output, thereby, supporting the back-

propagation process. In Figure 7, the NN diagram 

block is shown. Finally, the initial image is placed 

transparently, behind the final output image, to 

compare two images and the lesion area in the 

final image. 

 

Figure 7. Classification and diagnosis of lesion block 

diagram. 

4. Results and Discussion 

In this section, the proposed method is discussed, 

and the results obtained are compared with the 

previous techniques. The BrainWeb database 

contains 130 cases of patients referring to the MS 

disease with an accuracy of 3 Tesla and also the 

smallest structural component of 0.5 * 0.5 * 0.5, 

with 25 patients’ MRIs as a test sample 

determined by a specialist. The images used for 

the test dataset included the lesions in different 

areas from the white matter
2
 of the brain [25]. 

Each acquisition consisted of five sequences: T1 

images before and after contrast with T2, proton 

density
3
, and FLAIR. Each sequence is a non-

isotropic 3D volume containing 3 mm thick axial 

slices with a 1 mm * 1 mm intra-plane resolution. 

The voxel-wise observation vector x consists of 

the above five MRI modalities intensity, the 

spatial location of each voxel, and three tissue 

priors: WM, partial volume, and T2 MS lesion 

priors.

                                                      

1. Hyperbolic Tangent Function (tanh) 
2. White Matter (WM) 
3. Proton Density (PD) 

Candidate point MS lesion 

Selection of lesion pixels 

Network learning 

Classification 

Detection 
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Some were pre-processing on the images 

including the removal of the non-brain regions of 

the image, correction for the non-uniformity 

effects, and bringing MR images into a common 

spatial and intensity space. There was no need for 

pre-processing in the training images due to the 

automatic feature extraction of the back-

propagation neural network. For the test images, 

the WM prior was estimated by registering the 

ICBM (MNI) average brain atlas to the MR 

images. The training data used in the proposed 

MAMCRF included brain MR scans of 1010 

cases from several different treatment centers 

taken from the BrainWeb and NITRC database 

that were manually labelled amplification lesions 

[4, 10, 18, 19, 25]. In the proposed model, the 

lesions were created at different voxel surfaces in 

different batches, and the model was trained using 

different classes of training that could help to 

avoid over-fitting. Three different groups of g1, 

g2, and g3 were considered for train MAMCRF 

on them. Each batch consisted of 200, 250, and 

300 different MR volumes, respectively, resulting 

in 11 × 106 voxels, 41 × 106 pairs of voxels, and 

27 × 106 triplets of voxels. Eventually, these 

candidate lesions' output was used for tissue 

stratification. In this work, 45 images of 130 

MRIs were used to train the ANN, and 25 MRIs 

were taken as a test specimen determined by the 

specialist evaluated for the NN testing. The 

images are from all the four resonance image 

types. The 2016 MATLAB was used in a system 

with a 1.7 GHz processor for simulation and 

implementation. In Figure 8, the sample images 

are shown from the database. In the following, 

Figure 9 shows the lesions detected by the 

specialist. As shown in Figure 10, the initial and 

final locations after implementation were 

determined. 

 
Figure 8. MR images of patients. 

 
Figure 9. MS lesions on images. 

 
(a)                            (b) 

Figure 10. Places a) primary and b) final. 

The proposed method was investigated by some 

metrics. In this research work, the average number 

of lesions caused by MS in each image was 3.85, 

ranging from 1 lesion to 12 lesions in an image. 

At the end of the segmentation phase, an average 

of 6.49 artifact lesions was found, ranging from 2 

to 15 in each image. In the second phase and after 

training ANN, the artifact numbers were reduced 

to an average of 0.34 (Table 1).  

For a separate image processing evaluation 

without affecting the noise images (e.g. low-

quality images due to configuration errors) or 

internal faults of the reference methods, the 

images were specified using the proposed method 

for TP, FP, TN, and FN metrics. The results 

obtained were evaluated and compared with the 

reference values. The pixels marked as references 

were also provided. Also the pixels detected by 

the algorithm were TP in white and FN in red 

(Figure 11). Comparing the reference and 

extended version of the algorithm detection could 

help a better evaluation. Since a small 

displacement could exist between the detected 

elements and the related reference items, this 

deviation was necessary. The discovery of the 

false positive pixels indicated in red was 

performed. 

 
Figure 11. Identification of pixels in white and red 

(FLAIR image and T1-Weighted). 
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Table 1. Average number of lesions. 

 

AvgFP 
TN Neural network 

stage Segmentation stage 
Average number 

of lesions per 

image 

Total number of lesions 

according to expert 

segmentation 

0.31 12400 0.31 6.49 3.85 113 

The first metric is the precision that can be 

expressed as follows: the proportion of pixels. 

correctly classified in each class to the total 

number of pixels corresponding to that class. The 

proposed algorithm precision was 0.98705. 

The second metric is sensitivity. Sensitivity is 

defined as the ratio of pixels correctly categorized 

to the total number of pixels determined by the 

class with true and predictive positive values. 

Also the proposed algorithm sensitivity was 

0.931623. Another metric is specificity. A test 

must obtain the true negative rate to the total 

positive and false positive to calculate the 

specificity. The specificity for the proposed 

approach was 0.98374. The recall metric was 

0.931623. The Dice coefficient was used to 

determine the correlation accuracy of the 

segmentation; it was 0.95853 in total. The 

different value of dice is calculated in Table 2.  
Figure 12 shows a qualitative example of the 

segmentation results for two identified regions. 

Besides, an image from the T1w type before 

contrast is shown. Applying the proposed method, 

TP voxels from these two lesions have resulted, 

while both cases have remained FPs due to the 

over-segmentation. 

 
Figure 12. Segmentation results of enhanced 

lesions from a patient. The T1w image after 

contrast is shown in (a), where each enhanced lesion 

is displayed with a square 
Compared to the previous methods, the correct 

number of lesions and the improvement degree is 

acceptable, and the results of these comparisons 

can be seen in Tables 2 to 4, investigating the 

proposed algorithm performance in different 

lesions sizes. In this research work, the proposed 

approach was investigated in different lesion 

sizes. The implementation results are shown in 

Table 2. A comparison of the FP and TP values 

shows that the proposed method has a less FP and 

TP. Also the false detection rate
1
 for lesions of 3-5 

voxels was estimated to be 0.29, which was 0.63 

lower than FDR in [15]. FDR of the proposed 

method is efficient and shows a better 

performance. 

As shown in Table 3, a comparison between the 

results of the proposed method with [15] shows 

that the proposed method has a significant 

precision. Also the proposed method sensitivity is 

still better than [15] and some other techniques. In 

Table 4, the voxel-based segmentation analysis of 

the detected lesions is compared with three 

different metrics. The lesion sizes are computed 

based on manual labeling but only the overall 

results are shown in the table. 

Furthermore, the convergence curve of ANN for 

the training data is shown in Figure 13. The mean 

square error was calculated for the iterations until 

ANN was converged. The confusion matrix is 

applicable to perform the accuracy of classifiers, 

and to show the relationship between the 

outcomes and the predicted classes. The confusion 

matrix structure includes the rows and the 

columns that are equal to the predicted class 

(output class) and the correct class (target class), 

respectively. Furthermore, the diagonal cells 

indicate the percentage of the predicted class 

correctness, while the off-diagonal cells represent 

the classifier mistakes. Furthermore, the third 

column and the third row of the confusion matrix 

determine the accuracy of each predicted and 

correct class, respectively, and the last bottom-

right cell defines the overall precision. 

 

 

                                                      

1. False Detection Rate (FDR) 
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Table 2. Calculation of different criteria in different sizes of lesion for the proposed method. 
11-20 6-10 3-5 Overall 

(+ more than 20 voxels) 

                        Number of voxels 

Metrics 

27 28 30 109 TP 

3 3 7 21 FP 

0.91493 0.91718 0.86701 0.95853 Dice coefficient 

0.18 0.26 0.29 0.18 False discovery rate (FDR) 

Table 3. Comparison of precision, sensitivity, and rate of error detection. 
Sensitivity FD

R 

Precision Approaches 

0.96 0.1
8 

0.98 Proposed method 

0.96 0.3

8 

0.88 CRF [15] (Karimaghaloo, Arnold et al., 2016) 

0.57 0.2
1 

0.83±0.11 MSmetrix [5] (Cerasa, Bilotta et al., 2012) 

0.50 - 0.81 Lesion-TOADS [21] (Shiee, Bazin et al., 2010) 

0.78 - - SLIC0 and convolutional neural network [9] (Diniz, Valente et al., 2018) 

Table 4. Comparison of Avg. SENS, DICE, and FDR of the proposed method with other methods. 

Method 
Avg. SENS (voxel-

based) 

Avg. DICE (voxel-

based) 

Avg FDR (voxel-

based) 

[15] (Karimaghaloo, Arnold et al., 2016) 0.96 0.61 0.38 

[13] (Gros, De Leener et al., 2019) 0.59 0.63 - 

[24] (Wang, Zhou et al., 2018) 0.76 0.68  - 

[8] (Dev, Jogi et al., 2019) 0.82 52.47 - 

Proposed method 0.96 0.61 0.18 

The confusion matrix of the classification is 

shown in Figure 14. 109 samples were correctly 

classified as lesions, which represented 41.44% of 

all 263. Also 124 non-lesion candidates were 

correctly classified as non-lesions, which 

represented 47.14% of all data. Furthermore, 21 

non-lesion candidates were incorrectly classified 

as lesions, which represented 7.98% of all the 263 

candidates, and similarly, 4 lesion candidates were 

incorrectly classified as non-lesion, which 

represented 1.52% of all the candidates. 

Additionally, 96.46% of 113 lesion candidate 

predictions were correct and 3.54% were 

incorrect. Likewise, 82.66% of 150 non-lesion 

predictions were true, and 17.34% were false. 

Also 86.00% of 113 lesion candidates were 

correctly predicted as lesion, while 14% were 

predicted as non-lesion. 96.47% of 150 non-lesion 

candidates were correctly classified as non-lesion, 

and 3.53% were classified as the lesion. Overall, 

98.70% of the predictions were correct and 2.30% 

were wrong. 
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Figure 13. Convergence curve of ANN. 
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Figure 14. Confusion matrix for the proposed 

algorithm. 

4. Conclusions 

The proposed algorithm is concerned with the 

detection and locating the small structures in MR 

image pathologies. In this research work, an 

improved model was proposed for the 

segmentation and diagnosis of MS lesions in MR 

images. MAMCRF was combined with the 

higher-order features in order to detect and 

analyze the pathology in the first-order graphic 

model of a voxel-based CRF. Also a new CRF 

was developed to identify the candidate lesions at 

the lesion level, and prevent the removal of 

unknown error areas, which included higher tissue 

characteristics and analyzing the statistical 

moments of the gray-level histogram. The average 

sensitivity of the proposed algorithm was 0.96460, 

and the precision was 0.98705. Both metrics were 

better than the prior works. Besides, the 

specificity value for the proposed approach was 

0.98374, which was better than most prior 

research works. Comparing the proposed 

algorithm results with the other methods showed 

that the proposed method was better in detecting 

the small lesion size and boundaries. On the other 

hand, using the MAMCRF method in the 

segmentation step simplifies the detection 

boundaries. However, the problem of 

computational and temporal complexity of the 

algorithm remains a challenge in this area. 
For future research works, this new method could 

be used for a more extensive train image database 

to achieve better results. Combining the DL 

techniques with a modified segmentation method 

could improve the accuracy of lesion diagnosis, 

and increase the detection rate for small 

pathologies. Also using the MAMCRF 

segmentation method could be a practical step in 

modifying the lesion boundary correction and 

increasing the speed of the algorithm. 
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 چکیده:

 تشاخیص . اسا   مغناطیسای  تشاییی  تصااویر  در اساکلروزی   مولتیپا   ضاایاا   خودکار تقسیم و تشخیص، پزشکی تصویر پردازش هایچالش از یکی

 ابازار  خودکاار  بنایی  تقسایم  همچناین . یبیمااری کماد دهنایه باشا     درماان در  موثری طور به توانیمی بیماری اولیه مراح  در ضایاا  این زودهنگام

 شایه  اصلاح تطبیقی چنیسطحی شرطی تصادفی های مییان از ،مقاله این در. اس  بیماری تشخیص دق  بهبود در متخصصان به کمد برای قیرتمنیی

 ثابا   میل ضرایب اینکه جای بهدر این میل . شیه اس  استفاده اسکلروزی  مولتیپ  ضایاا  تشخیص و بنیی بخش منظور به مصنوعی عصبی شبکه و

 ناواحی  و باف  شی ، اساس بر ضایاا  احتمال ارزیابی پژوهش ایناز  هیف. شونیمی گرفته نظر در متغیر سطحی چنی آماری هایمیل در شونی، فرض

 89 دقا   و شایه اسا    اعماال  یآزمایشا  مرحله دو در اسکلروزی  مولتیپ  به مبتلا بیماران از MR تصویر 104 روی بر پیشنهادی روش. اس  مجاور

وکسا   بارای  بافا   و ثاب  چرخش ها،همسایگی شی  میانگین از استفاده با ضایاه مرزهای اصلاح با پیشنهادی روش همچنین. آورد  دس  به را درصی

 پیشانهادی  مایل . دهای مای  نشاان  را کمی بسیار کاذب مثب  ضایاا  و دهیمی کاهش را خطا تشخیص میزان وکس ، 0-5 انیازه با کوچد بسیار های

 .شودمی 4.5 کاذب مثب  میانگین با درصی 81 بالای حساسی  به منجر

 شابکه  ،(AMCRF) تطبیقای  ساطحی  چنی شرطی تصادفی هایمییان اسکلروزی ، مولتیپ  خودکار، تشخیص تصویر، بنییبخش :کلمات کلیدی

 .مصنوعی عصبی

 


