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 Text sentiment classification in aspect level is one of the hottest 

research topics in the field of natural language processing. The 

purpose of the aspect-level sentiment analysis is to determine the 

polarity of the text according to a particular aspect. Recently, various 

methods have been developed in order to determine sentiment 

polarity of the text at the aspect level; however, these studies have 

not yet been able to model well the complementary effects of the 

context and aspect in the polarization detection process. Here, we 

present ACTSC, a method for determining the sentiment polarity of 

the text based on separate embedding of aspects and context. In the 

first step, ACTSC deals with the separate modelling of the aspects 

and context in order to extract new representation vectors. Next, by 

combining generative representations of aspect and context, it 

determines the corresponding polarity to each particular aspect using 

a short-term memory network and a self-attention mechanism. The 

experimental results in the SemEval2014 dataset in both the 

restaurant and laptop categories show that ACTSC is able to improve 

the accuracy of the aspect-based sentiment classification compared 

to the latest proposed methods.  
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1. Introduction 

Today, a large amount of user-generated content in 

a variety of social networks, stores, and 

communication platforms are in the form of text, 

which can be a valuable resource for the users and 

companies in order to make decisions. Due to the 

high volume of the accumulated data, the 

requirement for automatic and intelligent 

processing of this information and extraction of 

knowledge of embedding in them, more than ever, 

has become apparent[1].Accordingly, the attention 

of the researchers in the field of natural language 

processing to the sentiment analysis has increased 

[2]. Although sentiment analysis has been 

successful at the other levels such as the document 

level and the sentence level, these two approaches 

do not provide a detailed information of the text. 

The aspect-level sentiment analysis is a more 

efficient approach since it focuses on the useful and 

accurate information, and ignores the less 

important information[3, 4]By definition, aspect 

means any property or characteristic of a particular 

entity. For example, for a laptop, some aspects are 

size and price [5]. More precisely, in the phrase 

"rice was great but shrimp was bad", the polarity 

about the aspect "rice" is obviously positive, while 

the polarity of "shrimp" is negative [6]. The recent 

researches have realized the importance of aspects, 

and have developed various methods with the aim 

of accurately modelling of the texts by extracting 

aspect-specific representations. Most of these 

methods ignore the complementary effects of 

aspect and context on each other. Another 

limitation of the previous methods is the use of 

Word2vec word embedding, which requires a very 

large dataset for training, in which the emotional 

information is ignored. Another limitation is the 

lack of attention to the multi-word aspects in the 

recent methods. The authors in IAN [7] have tried 
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to pay attention to the text and the aspect at the 

same time but their method has ignored the multi-

word aspects. ATAE-LSTM [8] uses the same 

word-representation for both aspect and context 

based on the LSTM network. PBAN [9]focuses on 

the positions of the words in the text but this 

method also ignores the multi-word aspects. AEN 

[10] uses Attentional Encoder in order to predict 

the polarity of aspect. The authors in HAM [11] 

have introduced a hierarchical method in order to 

determine the sentiment polarity of aspects based 

on a simple attention mechanism.  

In the proposed model, an attempt has been made 

to improve the accuracy of the aspect-based 

sentiment classification by reducing some of the 

limitations in the previous methods. In this research 

work, ACTSC, a method for determining the 

sentiment polarity of the text based on separate 

embedding of aspects and context is presented. In 

the first step, ACTSC deals with separate 

modellings of aspects and context in order to 

extract new representation vectors. Next, by 

combining the generative representations of aspect 

and context, it determines the corresponding 

polarity to each particular aspect using a short-term 

memory network and a self-attention mechanism. 

The experimental results on the SemEval2014 

dataset show that ACTSC could improve the 

accuracy of the aspect-based sentiment 

classification compared to the latest proposed 

methods. 

 

2. Related Works 

The topic of SA has been studied in the literature 

[3, 4]. In this section, we briefly review two distinct 

approaches for SA: traditional machine learning 

and deep learning approaches. SA has been studied 

in various literatures [3, 4]. In this section, we will 

take a different perspective on SA, and examine 

some of the common techniques in this area. 

 

2.1. Traditional Machine Learning Approach 

for SA 

The Machine Learning (ML) methods are very 

common for SA, including most of the SA 

research. These methods include the two basic 

parts of supervised approaches and un-supervised 

approaches. 

 

2.1.1 Neural Networks Methods 

Supervised learning requires the labelled data. That 

data collection is very difficult. These algorithms 

require a supervisor in order to provide the input 

data and expected outputs [3]. Various supervised 

techniques have been used for SA. The techniques 

such as Support Vector Machine (SVM), Naïve 

Bayes (NB), and Maximum Entropy (ME) have 

achieved a great success in this field of 

research[12]. For example, the author in [13] has 

evaluated the performance of the three classifiers 

of SVM, NB, and ME. The success of these 

classifier is heavily dependent on the extracted 

features. For this purpose, they used unigrams, bi-

grams, and a combination of unigrams and bigrams 

with POS. Their results showed that the NB 

classifier on the low-features was better than the 

other two classifiers but when the dimension of the 

feature increases, the SVM classifier gets better 

results than NB. The authors in [14] have used 

SVM, NB, and character-based n-gram model to 

classify sentiment in the online travel reviews.  

   Various combinations of classifiers have been 

used on the labelled data. For instance, Zhang et al. 

[15] have used the Support Vector Machine (SVM) 

and Naive Bayes (NB) approaches in order to 

classify the movie reviews. They used unigrams, 

bigrams, and trigrams as the features to train their 

classifiers. In addition, in [16], several approaches 

mainly SVM and rule-based classifiers with 

POS(Part-Of-Speech) tag and n-gram features have 

been evaluated. They have been used to classify the 

movie reviews and product reviews. SVM has also 

been used in [17, 18] for classification of the movie 

reviews. In order to train the classifier, various 

features including unigram, bigram, and word 

frequency have been used in these works. 

 

2.1.2 Unsupervised Learning Approach for SA 
The supervised approaches require labelled data 

that causes the data collection to be costly and 

difficult. The unsupervised learning approaches 

use unlabeled data in order to extract a similar 

pattern and a useful information from the input 

data. In fact, these approaches are used when 

collecting the annotated data is hard [19]. Turny 

[20]has used an unsupervised approach to classify 

the reviews into the two categories of 

recommended or not recommended. His proposed 

algorithm includes two basic steps. In the first step, 

it extracts phrases containing adjective or adverb 

and in the second step, Semantic Orientation (SO) 

calculated for the extracted. The PMI-IR algorithm 

is used for this purpose. The PMI-IR algorithm 

uses mutual information in order to calculate the 

semantic similarity between two phrases [21]. 

 In [22] the authors have proposed an unsupervised 

approach for sentiment classification on tweets. 

Taras and john[23]  have suggested an 

unsupervised approach for sentiment classification 

in Chinese text using a set of seed words that are 

automatically selected. 
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2.2 Deep Learning for SA 
In the recent years, with the increasing power of 

Graphical Processing Units (GPUs) and the 

availability of massive amount of data, the Deep 

Learning (DL) techniques have been very 

successful in solving Machine Learning (ML) 

tasks. In many NLP tasks, DL is much more 

efficient than the traditional ML and statistical 

methods used a few years ago[24]. DL has been 

very successful in text generation, vector 

representation, sentence classification, sentiment 

analysis, sentence modelling, and feature 

representation [25]. One of the main advantages of 

DL is that there is no need for manually tune the 

features based on the expert knowledge and 

available linguistic resources [12]. However, one 

of the limitations of the neural network when 

working with the text data is that raw text cannot 

be given to the network because the neural network 

receives the data as a vector, and produces it as an 

output vector. Instead of using unique dimensions 

for each feature, they tried to embed each feature in 

a D-dimensional space, and represent it as a dense 

vector. The most important advantage of these 

vectors is that similar words are placed close to 

each other in the vector space [26]. There are 

several ways to create these vectors, among which 

Word2vec [27]and Glove [28] are more common. 

DL includes various types of Artificial Neural 

Networks (ANNs) such as Convolution Neural 

Networks (CNNs), Recurrent Neural Networks 

(RNN), Long-Short Term Memory (LSTM), Gated 

Recurrent Units (GRUs), and Capsule-Net, which 

we will continue to focus on each one of them 

individually. 

 

2.2.1 Convolutional Neural Networks (CNNs) 
CNNs are a kind of Deep Neural Network (DNN) 

initially introduced by LeCun for object 

recognition [29]. Today, these networks are used 

for various tasks such as face recognition [30], 

human pose estimation [31], speech recognition 

[32], and NLP[33],CNNs are a kind of feedforward 

neural networks with the features such as 

convolution layers, sparse connection, parameter 

sharing, and pooling [12]These networks consist of 

three types of layer: i) Convolution layer that 

attempts to extract the features using kernels on the 

input feature map or intermediate feature map. One 

of the main advantages of this type of layers are 

sharing of parameters, which reduces the network 

parameter severely. ii) Pooling layer: these layers 

are used in order to reduce the network parameters 

and prevent overfitting. Max-pooling and average-

pooling are the most commonly used pooling 

strategies. Among the layers of CNNs, pooling has 

been most studied, and different strategies have 

been proposed for it such as stochastic pooling 

[34]and spatial pyramid pooling [35, 36]. In max-

pooling, the highest amount of input feature map 

that the kernel is applied to, and in average-pooling 

the average feature are selected [37]. iii) Fully 

connected layers: these layers are similar to the 

traditional Neural Network (NN) and form 90% of 

the CNNs parameters. The task of these layers is to 

convert a 2D feature map into a 1Dl feature vector 

in order to calculate score of the categories or to 

continue the learning process. The disadvantage of 

these layers are the presence of a lot of parameters 

in them, which is a great deal to learn [37]. CNNs 

in SA have also achieved a lot of success. Kim   

[38]has also used two models of CNN 

multichannel and CNN non-static for the binary 

classification of movie reviews. 

 

2.2.2 Recurrent Neural Networks (RNNs) 
RNNs are feed-forward networks that consider the 

concept of time in the modelling. This concept is 

defined by the edges in the adjacent steps. The 

edges that connect the adjacent times are called the 

‘recurrent edges’. These edges may create cycles. 

In these networks, the status at any moment 

depends on the current input and the previous step 

[38]. 

In these networks, during the back-propagation 

process, for long time steps occurs the vanishing 

and exploding gradient. The Long-Short Term 

Memory (LSTM) network has been offered as a 

solution to these problems by Hochreiter and 

Schmidhuber [39]. These networks are similar to 

the RNN networks, except that each node in the 

hidden layer is replaced by a memory cell. Each 

memory cell contains a node with a self-connected 

recurrent edge, and assures that the gradient can 

pass through many time steps without gradient and 

vanishing gradient[39]. The LSTM networks 

include four gates: i) input gate, ii) output gate, iii) 

update gate, and iv) forget gate [40]. Another kind 

of recurrent networks proposed to deal with the 

vanishing and exploding gradient problems is the 

Gated Recurrent Unit (GRU) networks. These 

networks were first designed by Kyunghyun Cho 

for natural machine translation [41]. Given the 

structure of these networks and the nature of 

natural language, they are a good choice for SA, 

For example, Li et al. [42]have used the RNN and 

LSTM networks for binary classification movie 

reviews, respectively, reaching 74% and 78% 

accuracy at the fine-grained classification.  

M. Zeiler et al. [34]have also proposed the Tree-

LSTM, which is based on the LSTM networks, for 

two different tasks: i) predicting semantic 
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relatedness of two sentences (Semeval 2014 task1) 

ii) classification (Stanford Sentiment Treebank). In 

bidirectional RNNs, two independent RNNs are 

placed together. The input sequence is fed in the 

normal time order for one network, and in the 

reverse time order for another. The outputs of the 

two networks are usually concatenated at each time 

step. This structure allows the networks to have 

both backward and forward information about the 

sequence at every time step. Bidirectional models 

such as Bi-LSTM will run inputs in two ways, one 

from past to future and one from future to past, and 

what differs this approach from unidirectional 

models (such as LSTM) is that in LSTM that runs 

backward it preserves information from the future 

but using the two hidden states combined in Bi-

LSTM, it is able in any point in time to preserve 

information from both the past and future. 

References [43-47]show a number of recent 

methods based on the Bi-LSTM networks for the 

sentiment polarity classification task. 

 

2.2.3 Aspect-Based Sentiment Analysis (ABSA) 
ABSA takes into consideration the terms related to 

the aspects, and determines the sentiment polarity 

associated with each aspect. The ABSA model 

requires aspect categories and its corresponding 

aspect terms in order to extract the sentiment 

polarity for each aspect from the text corpus. The 

ABSA problem can be categorized as two 

important sub-tasks, as follows: aspect extraction 

(AE) and aspect sentiment classification (ASC). In 

AE, the aspects are extracted, and the range of 

those aspects is analyzed. The ASC sub-task 

recognizes the polarity of that aspect. Recently, 

various methods have been developed in order to 

determine the sentiment polarity of the text at the 

aspect level. B. Huang [48] has proposed AOA-

LSTM that creates interaction between the aspect 

and the text. One of the limitations of this method 

is the lack of attention to the new representations 

and separate modeling. D. Tang has proposed the 

TD-LSTM network [49]. It has performed better 

than the above models. This network uses a 

combination of the aspect vector and text using 

averaging, which does not pay attention to the 

aspect embedding aspect information lost by 

passing through the network layers. K. Wang et al. 

have proposed the R-GAT network [50]. It uses the 

syntactic information and a word dependency tree 

in order to analyze the communication between the 

aspects and the context. The performance of this 

model compared to the previous models has been 

improved. The embedding of the aspect has not 

been considered for a long time. HAM [11]works 

in a hierarchically manner. Firstly, it extracts an 

embedding vector for the aspects. Next, it employs 

these aspect vectors with context information in 

order to determine the sentiment polarity of the 

text. Some of the other ABSC methods are [51-55]. 
 
3. Methods 

3.1 Research Objectives 
Considering the limitation of the current methods 

in modelling the complementary effects of the 

context and aspect in their sentiment polarization, 

we propose the ACTSC method, which firstly 

models the context and aspects using the LSTM 

networks, and then the generated representation 

vectors for aspects and context are combined 

through a Bi-LSTM network with a self-attention 

mechanism in order to extract the polarity of a 

particular aspect. Figure 1 shows the architecture 

of the proposed method. 

 

3.2 Word Embedding type 

3.2.1 GloVe Embedding 
Glove is a count-based, unsupervised learning 

model that uses co-occurrence (how frequently two 

words appear together) statistics at a global level to 

model the vector representations of the words. 

Since the statistics are captured at a global level 

directly by the model, it is named as ‘Global 

vectors’ model. By sampling from uniform 

distribution, all the words that are out of 

vocabulary are initialized U (-0.01, 0.01). Suppose 

ℒ ∈  𝑹𝒅𝒆𝒎𝒃∗⌈𝒗⌉  to be the pre-trained GloVe 

embedding matrix, where demb is the dimension of 

the word vectors (here 300) and |𝒗| is the 

vocabulary size;  it maps each word wi ∈  𝒓|𝒗| to 

its associated embedding vector 𝒆𝒊 ∈ 𝒓𝒅𝒆𝒎𝒃∗𝟏 , 

which is a column in the embedding matrix L[28] 

 

3.2.2 Bert Embedding 
BERT stands for Bidirectional Encoder 

Representations from Transformers. It is designed 

to pre-train deep bidirectional representations from 

the unlabeled text by jointly conditioning on both 

the left and right contexts. As a result, the pre-

trained BERT model can be fine-tuned with just 

one additional output layer in order to create the 

state-of-the-art models for a wide range of NLP 

tasks. In order to make training and fine-tuning of 

BERT model easy, the given context and aspect are 

transformed to “[CLS] + context + [SEP]” and 

“[CLS] + aspect + [SEP]”, respectively [56]. 

 

3.3 Context and Aspect Modelling 

If the context and aspect have M and N words, their 

weights will be equal to [𝑤𝑤
1  , 𝑤𝑤

2 , … , 𝑤𝑤
𝑚] for the 

context and [𝑤𝑎
1 , 𝑤𝑎

2, … , 𝑤𝑎
𝑛] for the aspect, 
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respectively. Context and aspect are given to the 

Bi-LSTM network in order to extract the hidden 

feature vectors for both of them. By averaging the 

hidden vectors [ℎ𝑤
1  , ℎ𝑤

2 , … , ℎ𝑤
𝑚] and 

[ℎ𝑎
1 , ℎ𝑎

2 , … , ℎ𝑎
𝑛], the new representation vectors vw 

and va are obtained for the context and aspect. 

 

 

Figure 1. Architecture of the proposed method. 

 

The averaging formula is as follows: 
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3.3.1 Combining of Representations 

After generating the suitable representation vectors 

for the aspect and context in terms of the Glove and 

BERT vectors in the previous steps, they are 

combined using the Bi-LSTM network based on a 

self-attention mechanism. Using the self-attention 

mechanism produces more efficient hidden states 

and more focus on the main parts of the text, which 

is effective in determining the polarity 

corresponding to each aspect. Combination task is 

done as follows: 
( 1)( . . )k k k h k

i i ii w w w h b                    (3) 

( 1)( . . )k w k h k

f f ff w w w h b                  (4) 

( 1)( . . )w k h k

o o ook w w w h b                   (5) 

( 1)( . . )
k

w k h k

c c cc w w w h b                     (6) 

( 1)
k

k k k kc f c i c                           (7) 

( )k k kh o tanh c                                     (8) 

where Bi-LSTM is as: 

( , )k k kh h h                                          (9)          

 

The input is 𝑤𝑘and 𝑐𝑘−1is the previous state, and 

also ℎ𝑘−1 is the previous hidden state; b, 𝜎, f, and 

o are the input dimension, sigmoid function, and 

forgot and output gates.  

 

3.3.2 Self-attention Mechanism       
The self-attention mechanism gives a more 

accurate weight to the hidden states in the model 

compared to the simple mechanism. This causes 

more attention to the aspects and as a result is more 

effective in the sentiment polarity classification 

[57]. 

 

4.  Experiments and Results       

4.1 Data Collection       
The data used in this work are SemEval2014[5], 

SemEval2015[58], SemEval2016[59],which aims 

to develop the research work in the field of aspect-

based sentiment analysis. The goal of this task is to 

identify the aspects of a given entity, and 

determines the emotional polarity for each aspect. 

This collection includes the user comments in two 

categories: “restaurant” and “laptop”. The goal is 

to determine the polarity of these comments.  Table 

1 shows the details of the datasets used. 

 
Table 1. Details of the used datasets in terms of three 

classes positive, negative, and neutral. 

 

4.2. Evaluation Metrics 

The quality of a classifier can be represented by a 

confusion matrix. Each one of its records 

represents the correct and incorrect example for 

each class. Various measure can be used in order to 

evaluate the efficiency of a classifier. In this work, 

we used the accuracy, precision, recall, and 

F1_score measures in order to evaluate the 

proposed model. 

Pr
TP

ecision
TP FP




                                (10) 

Re
TP

call
TP FN




                                     (11) 

Property Datasets 

Restaurant14 Laptop14 

Train Test Train Test 

#samples 1978 600 1462 411 

Pos./Neg. 

/Neu. 

2164/805

/633 

728/196/

196 

987/866/

460 

341/128/ 

169 

Property Datasets 

Restaurant15 Restaurant16 

Train Test Train Test 

#samples 1120 582 587 587 

Pos./Neg. 
/Neu. 

1198/403
/53 

454/346/
45 

1657/749
/101 

611/204/ 
44 
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1 2*

Pr Re

ecision call
F

ecision call



                        (12)  

TP TN
Accuracy

TP TN FP FN




  
              (13)  

Macro-averaging is used because there are three 

classes: positive, negative, and neutral. In other 

words, instead of averaging the classes one by one, 

all classes are averaged as follows: 

1
Re

| |

TP
Macro call

c TP FN



                       (14)  

 

1
Pr

| |

TP
Macro ecision

c TP FP



  (15) 

2* Re * Pr
1

Re Pr

Macro call Macro ecision
MacroF

Macro call Macro ecision



         (16) 

4.3. Results 

ACTSC determines the sentiment polarity of the 

text based on the separate embedding of aspects 

and context. In the first step, ACTSC deals with the 

separate modeling of aspects and context in order 

to extract the new representation vectors. Next, by 

combining the generated representations for aspect 

and context, it determines the corresponding 

polarity for each particular aspect using a short-

term memory network and a self-attention 

mechanism. In this section, we review the results 

of comparison of the proposed method with some 

of the state-of-the-art methods. Tables 2-4 show the 

comparison results. 

Since the proposed method uses GloVe and BERT 

word-embedding for the initial representation of 

the words in input, ACTSC-GloVe and ACTSC-

BERT are used to name the proposed method in 

these two cases. According to Tables 2, and 3, the 

Memnet model [60] has the lowest accuracy in the 

restaurant and laptop data. This model uses a HOP, 

which makes the network performance to be highly 

dependent on HOP. One of the limitations of the 

Memnet model is the inflexible network 

performance and high dependency to the 

computational layer. AF-LSTM [61] performs 

better than the previous methods, and can also 

model the word similarity. The improvement rate 

of the proposed model compared to this model in 

term of accuracy measure is about 12% and 7% for 

both the restaurant and laptop datasets, 

respectively. In IAN [7], both the aspect and 

context are considered but in this method, also not 

enough attention is paid to the aspect 

characteristics. The proposed method can also 

outperform it. In the ATAE-LSTM [8], the 

improved aspect and context embedding lead to an 

improved text polarity relative to a particular 

aspect. However, this method ignores the separate 

modeling of aspect and context. Our method can 

also outperform the TC-LSTM/TD-LSTM[49], 

PBAN [9], and AOA-LSTM [48]methods.  

      
 

Table 2. Comparison results of ACTSC with other 

methods based on laptop data (semEval-2014). 

 

 

The authors in HAM have introduced a hierarchical 

method in order to determine the sentiment polarity 

of aspects based on a simple attention mechanism 

[11]. In general, in the Laptop data, ACTSC-BERT 

has the best results in terms of accuracy compared 

to the other methods. Also in the Restaurant data, 

ACTSC-GloVe has the best results in terms of 

accuracy compared to the other methods. Also for 

a more analysis, we compared the proposed method 

with some recent methods based on the Restaurant 

data in SemEval-2015 and SemEval-2016. The 

results obtained (Table 4) confirm the advantage of 

the proposed method compared to the other 

methods. 

Laptop (semEval-2014) 

Recall Precisio

n 

F1 Acc Method 

59.36 59.09 58.22 64.42 MEMNET [60] 

60.20 62.37 61.26 66.14 LSTM [39] 

- - 57.75 66.93 CNN-PF[62]  

65.99 66.84 66.41 71.94 ATAE-Bi-LSTM 

[63] 

60.81 63.15 61.95 66.46 LCRS [64] 

60.32 65.02 62.58 69.96 AF-LSTM [61] 

62.69 64.11 63.39 68.50 IAN [7] 

62.12 65.16 63.60 67.40 ATAE-LSTM [8] 

60.34 60.95 60.64 65.83 GCAE [65] 

62.66 62.02 62.33 67.04 TC-LSTM [49] 

63.05 66.14 64.55 70.06 CABASC [66] 

65.02 64.23 64.62 69.44 AT-LSTM [8] 

- - - 74.64 SHAN [67] 

63.56 63.41 63.49 68.81 Bi-LSTM [68] 

62.98 62.66 62.81 68.50 TD-LSTM [49] 

66.50 65.07 65.77 71.16 HAM-GLOVE[11] 

- - - 74.12 PBAN [9] 

- - - 74.92 BERT-SOFT [69] 

- - - 74.15 BERT-

ATTENTION [70] 

- - - 74.50 AOA-LSTM [48] 

- - 71.42 76.21 MGAN [71] 

- - - 72.24 IGCN[72] 

72.73 72.68 72.70 76.96 HAM-BERT [11] 

- - 73.76 77.42 R-GAT [50] 

- - 73.80 77.96 ATGCN-BERT [73] 

- - 70.46 74.45 ASMCDC [74] 

74.94 74.04 74.48 77.43 ACTSC-GLOVE 

74.41 75.03 74.71 81.01 ACTSC-BERT 
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Table 3. Comparison results of ACTSC with other 

methods based on Restaurant data (semEval-2014). 

 

 

Table 4. Comparison results of ACTSC with other 

methods based on Restaurant data (SemEval-2015 and 

SemEval-2016). 

 

5. Discussion 

In order to more accurately evaluate the proposed 

method and clarify its advantages over the other 

methods, in this section, we access the performance 

of the proposed method from different aspects.  

 

5.1 Performance on Multi-word Aspects 

One of the main advantages of the proposed 

method is the ability to detect a correct sentiment 

polarity for multi-term aspects. Table 5 shows the 

frequency of the one-term and multi-term aspects 

in the Restaurant and Laptop datasets. 

 
Table 5.  Frequency of one-term and multi-term aspects 

in the Restaurant and Laptop datasets. 

 

Properties Datasets(Train) 

Restaurant Laptop 

Single-word (len = 1) 2720/75.38% 1473/63.27% 

Multi-word (len = 2) 604/6.74% 649/27.88% 

Multi-word (len > 2) 284/7.87% 206/8.85% 

Properties Datasets(Test) 

Restaurant Laptop 

Single-word (len = 1) 801/71.52% 351/52.78% 

Multi-word (len = 2) 215/19.20% 209/31.43% 

Multi-word (len > 2) 104/9.29% 78/11.73% 

 

According to Table 5, the single-term aspects in the 

restaurant data are greater than the laptop data, and 

conversely, the multi-word aspects in the laptop 

data are greater than the restaurant data. The results 

obtained are illustrated in Figure 2. In these results 

shown for the restaurant data, the accuracy of the 

method in case of using GloVe embedding was 

better than BERT, and in the laptop data, the 

accuracy of the method using BERT embedding 

mode was better than GloVe. This is due to when 

we have more one-word aspects (such as restaurant 

data) in the sentiment classification process; there 

is less need to pay attention to the context, and 

therefore, in this case, using GloVe that does not 

pay attention to the context has been able to achieve 

a better accuracy. On the other hand, in the 

presence of multi-word aspects (such as laptop 

data), using the context-sensitive embedding such 

as BERT gives a greater accuracy. 

 

5.2 Efficiency in Terms of Class Separation 

The efficiency of the proposed method in terms of 

the evaluation criteria Precision, Recall, and F1-

score for each one of the three classes of positive, 

negative, and neutral with the GloVe and BERT 

vectors are shown in Tables 6 and 7, respectively. 

According to these results, the proposed method 

has a better performance in detecting a correct 

sentiment polarity for the positive class. 

Restaurant (semEval-2014) 

Recall Precision F1 Acc Method 

61.13 62.74 61.92 73.39 MEMNET [60] 

64.34 67.54 65.90 74.30 LSTM [39] 

- - 60.25 75.15 CNN-PF [62] 

67.71 67.01 67.35 75.98 ATAE-Bi-LSTM [63] 

60.85 68.81 64.58 76.25 LCRS [64] 

- - 65.54 76.46 AF-LSTM [61] 

63.69 68.29 65.90 76.70 IAN [7] 

62.84 67.93 65.28 76.79 ATAE-LSTM [8] 

67.18 69.01 65.06 77.28 GCAE [65] 

65.18 69.06 68.08 77.41 TC-LSTM [49] 

67.18 69.01 68.08 77.68 CABASC [66] 

68.52 70.84 69.66 78.04 AT-LSTM [8] 

- - - 81.02 SHAN [67] 

66.01 69.11 67.52 78.30 Bi-LSTM [68] 

67.56 70.84 69.16 78.66 TD-LSTM [49] 

65.67 72.35 66.84 79.11 HAM-GLOVE [11] 

- - - 81.16 PBAN [9] 

- - - - BERT-SOFT [69] 

- - - - BERT-ATTENTION [70] 

- - - 81.20 AOA-LSTM [48] 

- - 71.48 81.49 MGAN [71] 

- - - 81.34 IGCN[72] 

71.26 74.12 72.66 81.52 HAM-BERT [11] 

- - 76.08 83.30 R-GAT[50]  

- - 75.10 82.79 ATGCN-BERT [73] 

- - 74.40 82.53 ASMCDC [74] 

76.97 77.96 77.46 84 ACTSC-GLOVE 

71.59 79 75.11 83.13 ACTSC-BERT 

Restaurant (semEval-2015) 

Recall Precision F1 Acc Method 

54.36 52.34 53.84 78.34 Bi-LSTM[68] 

53.59 57.61 55.52 76.33 GCAE[65] 

53.63 59.09 56.22 75.50 LCRS[64] 

50.88 53.11 51.97 79.88 AT-Bi-LSTM [63] 

- - 65.50 80.90 WORD&Clouse-

Level[75] 

- - 66.06 81.7 LSTM+ASPECT+S

PR[76] 

- - - 81.75 ATAE-CAN[77] 

75.19 74.05 76.61 83.97 ACTSC-GLOVE 

74.31 73.01 73.65 83.11 ACTSC-BERT 

Restaurant (semEval-2016) 
Recall Precision F1 Acc Method 

63.56 63.41 63.48 63.81 Bi-LSTM[68] 

50.00 49.95 49.97 79.98 GCAE[65] 

57.26 68.60 62.41 81.62 LCRS[64] 

- - 56.88 82.89 AT-Bi-LSTM [63] 

- - 70.88 83.5 COMEM BERT-

FC[78] 

- - 83.55 81.16 M-BERT[79] 

65.99 66.84 66.41 77.53 ATAE-LSTM[8] 

- - - 83.9 RAM[80, 81] 

58.59 61.89 60.19 71.48 CNN[82] 

73.21 73.50 73.35 83.50 ACTSC-GLOVE 

72.14 72.38 72.25 83.10 ACTSC-BERT 
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Figure 2. Comparison of results in case of using GloVe 

and BERT embedding in the Restaurant and Laptop 

data. 

 

Table 6. Results of class separation of the proposed model 

with GloVe vectors in the restaurant and laptop data. 

 

 
Table 7. Results of class separation of the proposed model 

with BERT vectors in the restaurant and laptop data. 

 

 

6. Conclusions 

The recent methods in determining the sentiment 

polarity of the text have confirmed the need for a 

more attention to the aspects. So far, various 

methods have been developed in order to determine 

the sentiment polarity of text in aspect level; 

however, these studies have not yet been able to 

model well complementary effects of the context. 

For this reason, in the proposed method, a new 

mechanism for text sentiment polarity 

classification in aspect level was proposed, called 

ACTSC. ACTSC is based on the separate 

embedding of the aspects and context using a 

Bidirectional Long Short-Term Memory (Bi-

LSTM) network and self-attention mechanism. It 

works in two steps. In the first step, it deals with 

the separate modeling of the aspects and text in 

order to extract the new representation vectors. 

Next, combining the generated representations for 

aspect and context determines the corresponding 

polarity for each particular aspect using a short-

term memory network and a self-attention 

mechanism. This research work showed that 

separate modeling of aspect and context could 

model complementary effects of context and 

aspects more effectively, and leads to an improved 

accuracy of text sentiment classification. Also 

using the Bidirectional Long Short-Term Memory 

network based on the attention mechanism leads to 

a more accurate extraction of the aspects with 

higher importance. The experimental results in the 

SemEval2014 dataset in both the restaurant and 

laptop categories show that ACTSC is able to 

improve the accuracy of aspect-based sentiment 

classification compared to the latest proposed 

methods. 
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 .1041 سال ،اول شماره هم،دوره د ،کاویمجله هوش مصنوعی و داده                                                                                               زادهزاده و مرادیلکی

 

 تعبیه جداگانه جنبه و محتوا با استفاده ازاحساسی متن  بندیطبقهروشی برای 

 

 زادهالهام مرادی و *زادهامیرلکی

 .ایران، قم، دانشگاه قم، گروه مهندسی کامپیوتر

 15/15/5451 پذیرش؛ 40/40/5451 بازنگری؛ 52/40/5451 ارسال

 چکیده:

 هایفروشتتگاه ها،ستتای وب ها،وبلاگ بستتشر در را خود نظرات جامعه، افراد استت  شتت ه موجب ارتباطی بستتشرهای و هاناوریف وب، امروزه،گستتشرش

  هش کاربران هایمن یعلاقه و نظرات قالب در داده از وسیعی حجم تولی  به منجر امر، این. گذارن  اشتشرا  به غیره و اجشماعی هایشتبکه الکشرونیکی،

 بالای جمح به توجه با. گیرد قرار هاشرک  یا و کاربران سایر اسشفاده مورد گیری،تصتمیم و انشخاب برای ارزشتمن  منبع یک عنوان به توان می که است 

 به پژوهش، این در. اس  ش ه نمایان گذششه، از بیش ها،آن در نهفشه دانش استشخرا  و اطلاعات این هوشتمن  و خودکار پردازش ضترورت تولی ی، داده

 ارائه ACTSC نام به توجه-خود سازوکار و طولانی م تکوتاه حافظه شبکه بر مبشنی ج ی  معماری یک جنبه، سطح در احستاسی قطبی  تعیین منظور

 طبی ق اسشخرا  به مشن و جنبه از تولی ی هایبازنمایی ترکیب با سپس پرداخشه، مشن و جنبه ج اگانه سازیم ل به ابش ا شت ه، ارائه م ل. است  شت ه

 ویر یر گرفشه انجامی هاآزمایش نشایج. پردازدمی توجه-خود ستتازوکار بر مبشنی دوطرفه طولانی م تکوتاه حافظه شتتبکه کمک به جنبه با مشناظر

 هجنب سطح در مشن احساسی قطبی  تشتخی  بهبود مقایسته با بهشرین روشتهای موجود در در را پیشتنهادی روش موفقی  ،های مخشلفداده مجموعه

 .ده می نشان

 .توجه-خود سازوکار طولانی، م ت کوتاه حافظه شبکه قطبی ، بن یطبقه مشن، احساسات تحلیل عمیق، یادگیری :کلمات کلیدی

 


