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A Question Answering System (QAS) is a special form of
information retrieval that consists of three parts: question processing,
information retrieval, and answer selection. Determining the type of
guestion is the most important part of QAS as it affects the other
following parts. In this work, we use the effective features and
ensemble classification in order to improve the QAS performance by
increasing the accuracy of question type identification. We use the
Gravitational Search Algorithm (GSA) in order to select the features
and perform the ensemble classification. The proposed system is
extensively tested on different datasets using four types of
experiments: (1) neither feature selection nor ensemble classification,
(2) feature selection without ensemble classification, (3) ensemble
classification without feature selection, and (4) feature selection with
ensemble classification. These four kinds of experiments are carried
out under the Differential Evolution (DE) algorithm and GSA. The
experimental results obtained show that the proposed method
outperforms compared to the state-of-the-art methods in the previous
research works.

1. Introduction

With the increase in the amount of information on

Information Retrieval (IR) methods such as

the web, the search engines are required to be
more intelligent than ever before. In many
applications, the user only requires a specific part
of the information instead of a lot of documents.
Therefore, it is often preferable to provide a short
and brief answer for the user. The goal of a
guestion answering system (QAS) is to provide
an accurate information in response to a question.
Similar to a human, a QAS should be able to
answer a question written in the natural language
[1].

QAS can be considered as another step of data
retrieval that allows the users to ask questions in
the natural language and receive short answers
[2]. QAS is more complex than other types of

document retrieval due to the need for the Natural
Language Processing (NLP) techniques [3]. This
system can return the correct answer in a
relatively short time [4]. Therefore, different
studies have been performed presented for this
purpose that have demonstrated the efficiency of
QAS [4, 5, and 6].

When a user requests for information from the IR
system using a question, instead of keywords, the
answered results may be different from the
intended purpose. In order to address this
challenge, QASs have been developed, which can
provide appropriate answers to the natural
language questions. The main parts of these
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systems are question processing and the
identification of question type [6].

A QAS is actually a type of IR system, where the
responses are processed and evaluated in order to
provide the user with short answers rather than
returning a large set of responses to the user that
is common in the IR systems. The short answers
allow the user to receive the expected answers
faster. The search space of the questions is a
collection of documents that can be stored either
in a database or on the information networks such
as the Internet [7].

The question analysis, search, and answer
selection are three important parts of a QAS.
Question classification and formulation are two
important components of question processing. In
order to extract the answer from a large number
of documents and texts, the system must first
know what it is looking for. This task is
performed by assigning a question to certain
predefined classes. Question classification is an
important part that has a direct impact on the
efficiency of QAS. Question formulation aims to
provide answers to the natural language
guestions. The IR section retrieves documents
related to the user's question, in which the
guestion is converted into a specific form, and the
relevant documents are extracted from the
available sources. Answer processing consists of
two main parts: answer extraction and answer
validation. In the extraction section, the response
extraction algorithms are performed in order to
extract response candidates from those documents
recovered by a search engine in the response
extraction unit. Once the response candidates are
retrieved, they are validated using the filtering
and ranking techniques [8].

The main challenge of QAS is the low
performance of classification, particularly
guestion classification [9, 10, and 11]. In this
work, ensemble classification is used in order to
increase the efficiency of classification.
Aburomman et al. [12] have combined the two
algorithms of k-Nearest Neighbors (k-NN) and
Support Vector Machine (SVM) based on the
Particle Swarm Optimization (PSO) algorithm.
The authors also used LUS to adjust the
parameters of the PSO algorithm. Syarif et al.
[13] have used the bagging, boosting, and
stacking techniques in order to increase accuracy
and reduce the rate of positive errors. The four
classification techniques of Naive Bayes, J48,
JRIP rule inference, and nearest neighbor were
used in all the three methods. Bahri et al. [14]
have used the Greedy-Boost method for
composite classification. They compared their
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proposed system with the AdaBoost and C4.5
decision trees based on the accuracy and recall
measures. The ensemble classification was used in
the text processing phase [15, 16], in which the
evolutionary techniques were used to identify the
name entities.

Computer scientists consider Feature selection, as
a technique to improve the performance of the
classification methods. Due to enormous impact
that matrix’s dimensions have on the performance
of processing on it, applying reduction in the
number of features through choosing the best
subset of all features will affect the performance
of the algorithms [17]. Therefore, selecting a set
of appropriate features for building strong learning
models is a widely-used technique in machine
learning concerning problem optimization. Feature
selection is also known as variable selection,
feature reduction, and selection of variables set.
Feature selection problem can be addressed with
the help of a number of single-objective
optimization methods such as genetic algorithms.
A single classification alone cannot work well for
all types of classes, and it optimizes only one
aspect of quality. Ensemble classification
improves the performance and quality measures
by assigning the right weight to each classifier.
Majority voting and weighting are the most
significant techniques in ensemble classification
to combine the output of several classifiers [18].
The problems of feature selection and ensemble
classification can be considered as the
optimization problems aiming to look for the
optimal set of answers. Evolutionary algorithms
are a state-of-the-art and efficient strategy for
finding near-optimal solutions. These algorithms
encode the problem in terms of solution(s) to be
evolved to improve its quality. [18].

Gravitational Search Algorithm (GSA) is an
optimization method inspired by the Newton’s law
of universal gravitation. According to this law,
each object identifies the location of other objects
through the law of gravity between the planets.
Therefore, gravity can be used as a tool for
information exchange. The position of each agent
presents a candidate solution for the problem,
while the agent's mass is assigned using an
objective function [19]. In the case of GSA, path
planning is calculated based on the force received
from other planets. Also GSA is memory less so
that only the current position of the planets
contributes to the process of update. In this
algorithm, the gravitational force is considered
suitable according to its fitness value.

In this work we use the GSA-based feature
selection and ensemble classification in order to
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improve classification accuracy when finding
appropriate answers to the questions in the
guestion answering systems. Consequently, GSA
is used to select appropriate features and during
performing classification. The simulation results
confirm that the proposed method increases the
classification accuracy in comparison to the lack
of those methods.

The rest of this paper is organized as what
follows. Section 2 provides the related works
about question classification, feature selection,
and ensemble classification. In Section 3, a novel
QAS is introduced by applying feature selection
and ensemble classification. Section 4 presents
the experimental results and discussions. Finally,
Section 5 concludes the paper.

2. Related Works
In the following, the studies presented in the

sections of question classification, feature
selection and ensemble classification are
described.

2.1. Question Classification

The first manual system was introduced by
Hermjakob [4] in 2001. A manual rules-based
QAS was designed in order to identify the type of
response. Although the rules may be very precise,
they are time-consuming, tedious, and non-
upgradeable. On the other hand, automatic
classification has been developed to a variety of
new questions and to classify the questions with a
good accuracy. In these methods, the machine
learning algorithms and language modeling are
used. Hacioglu and Ward [20] have used SVM to
classify the question. They used named entity and
n-grams for the feature extraction, and obtained
an accuracy of 82%. In another model, they used
just n-grams as a feature extraction method and
SVM as the classifier. They were able to achieve
an accuracy of 80.2%. Zhang, D. and Lee, W.S.
[5] have used Bag-of-ngrams to extract the
features, and have used the following classifiers
to classify the data: neural network, naive bayes,
decision trees, SNoW, and SVM. They obtained
the accuracies of 79.8%, 83.2%, 84.2%, 86.6%,
and 87.4%, respectively.

Li and Roth [21] have used a lexical network to
classify the question. They showed that the use of
the lexical network can yield a better and more
acceptable performance compared to the syntactic
features. They used the accuracy criterion in
order to evaluate the system that achieved an
accuracy of 84.2%. Yahya and Osman [22] have
used the Bag-of-words model instead of the
lexical and semantic features. They used an SVM
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algorithm  in  order to  classify  the
questions. Different cores were considered for the
SVM, and their results demonstrated that the
linear core achieved the best performance.

Wang et al. [23] have used a word sequence
method to classify the question using the SVM
algorithm. The sequence of words was used to
distinguish between the Chinese letters. Since
there are many similarities between the Chinese
words, it is not possible to easily distinguish
between the words. The authors adopted the
HowNet semantic lexical network. Sixty hundred
Chinese questions were used for classification
with two types of classes, including coarse-
grained with six classes and fine-grained with 59
classes. The results obtained showed that the
proposed method could achieve an acceptable
performance using the unlimited domain. The
accuracy rates for the coarse-grained and fine-
grained classification were 91% and 83.67%,
respectively. Blunsom et al. [24] have used lexical
and syntactic entity for feature extraction and
Max Entropy for classification. They obtained an
accuracy of 86%. Ray et al. [25] have used words,
semantic information, and named entity in order to
extract the features, and obtained an accuracy of
91%.

Li et al. [26] have used the SNoW classifier, and
for extracting the features, they used Words, POS,
named entities, chunks, head chunks, and
semantically related words. They were able to
achieve an accuracy of 91%. Huang et al. [27]
have used head word, wh-words, and semantic
information to extract the features, and for the
classification, they used SVM and Maximum
Entropy. The performance of both classifiers was
almost equal. They achieved a classification
accuracy of 89%. Mohd and Hashmy [28] have
proposed a knowledge-based semantic kernel that
uses WordNet to compute semantic relatedness
between the sentences and to overcome the bag of
words drawbacks. The experiments using the
UIUC dataset show that the SVM model using the
SR Kernel achieved an accuracy of 91.9%.

2.2. Feature Selection

Anjomshoaa et al. [29] have used progressive
selection and genetic algorithm for an effective
feature selection in email spam. Once the
preprocessing operation is performed, the data is
fed into the feature selection algorithms. Each
feature selection algorithm consists of four steps:
production  function, evaluation  function,
condition of termination, and credit determination
function. Once the steps are performed, the
selected features are fed into the three algorithms
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of k-NN, SVM, and multi-layer neural network.
Then the result accuracy of each class was
calculated and used in order to evaluate the
system. The results obtained were 93.79%,
97.02%, and 97.67% for k-NN, SVM, and multi-
layer neural network, respectively.

Ganji et al. [30] have used an imperialist
competitive algorithm to select the effective
features. In addition to selecting the features, the
authors optimized the SVM parameters. In the
imperialist competitive algorithm, the countries
are the answers’ symbol to the problem, and the
answers are improved during the algorithm being
performed. Each time the imperialist competitive
algorithm is repeated, the C and Gamma
parameters are set for SVM alongside selecting
the best features. The radial kernel function was
used as the kernel of SVM. In this work,
accuracy, precision, and recall criteria were used
in order to evaluate the system. The values
obtained from these criteria were 94.5%, 91.15%,
and 97.7%, respectively.

2.3. Ensemble Classification

In this section, the studies related to ensemble
classification are described. Ghanbari et al. [31]
combined the neural network model and k-NN
using a threshold. In their method, the feature
extracted from a new sample is fed to the k-NN
model. If the output of k-NN is greater than a
threshold, the class of the new sample is
determined through the nearest neighbor
classification; otherwise, the sample is classified
using a neural network. The experimental results
showed that the use of threshold was able to
increase the efficiency of the method compared to
the use of only one classifier.

Kumar Sikdar et al. [32] have used a multi-
objective Differential Evolution (DE) algorithm
for feature selection and ensemble classification.
In the feature selection phase, the number of
features and the F-measure were considered as
two objective functions. In this work CRF was
used for classification. Once the optimal
population is generated, it is considered as the
base classifier so that these classifiers are used by
the DE algorithm for ensemble classification. In
the ensemble classification phase, the two criteria
of accuracy and recall were used. In order to find
the final class, the F-measure of each classifier is
first multiplied by the weight that is assigned to
that class by the DE algorithm. Then the amount
of results for similar classes is accumulated.
Finally, the class with the highest weight is
considered as the final class. The study used
accuracy, recall, and F-measure in order to
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evaluate the system. The results obtained from
these measures were 85.66%, 90.67%, and 88%,
respectively.

According to [32], in which the multi-objective
Differential Evolution (DE) algorithm was
performed for feature selection and ensemble
classification, we knew that the combination of
Feature Selection and Ensemble Classification
resulted in a proper performance. In addition,
GSA has advantages over the DE algorithm. The
DE algorithm has some weaknesses as it depends
strongly on differential vectors for producing a
new population, and the construction of these
vectors requires a lot of time and accuracy. On the
other hand, GSA as a strong evolutionary
algorithm uses the gravitational force between the
objects to produce a new route. Thus, GSA is
more efficient than the DE algorithm, and we
intend to use this quality as an added advantage to
our study. We hypothesize that due to the
superiority of the GSA algorithm compared to the
DE algorithm, we would witness performance
enhancement if we use the GSA algorithm for
feature selection and ensemble classification,
while carrying out question classification in the
question answering system.

3. Proposed Method

In this section, a new classification method is
presented. The proposed method consists of two
stages:  feature selection and ensemble
classification. Figure 1 shows a general
framework of the proposed method.

Dataset

Differential Evolution
Algorithm

I

Ensemble
classification

Gravitational Search |
Algorithm

v

Feature Selection

Ensemble

e Feature Selection
classification

* Evaluation Measure (¢

I } ! 1

F-measure Recall

Precision Accuracy

Figure 1. A general framework of the research plan.

As shown in Figure 1, a two-objective GSA and a
two-objective DE are used for feature selection
and ensemble classification. Also the evaluation
measures of accuracy, precision, recall, and f-
measure are used to compare the proposed method
with the other methods. In the feature selection
stage, the number of features and the F-measure
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are used as the objectives. Decision tree and SVM
are used for the ensemble classification. Since the
DE algorithm relies on differential vectors for
producing a new population, the construction of
these vectors requires a lot of time and accuracy.
On the other hand, the GSA algorithm uses the
gravitational force between the objects to produce
a new route; therefore, it is more efficient than
the DE algorithm. This work takes the advantages
of GSA for feature selection and ensemble
classification. Different phases of the proposed
method are described in the following sub-
sections.

3.1. Feature Selection based on GSA

The GSA used in the method is a continuous
version of the algorithm. In order to perform
feature selection, discretization should be applied.
Equation (1) is used to discretize the GSA
algorithm:

“ {1(x >0.5) O

0(otherwise)

In the above equation, X is the position of
objects. Figure 2 shows the framework of feature
selection using GSA.

Feature set

¥

Primary population production (select a subset of
features)

N

Learning classification algorithms with chosen features
setand fitness evaluation

!

Update of gravitational force and chosen set's mass

!

Calculate the force of objects on each other

¥

Speed and acceleration calculation

¥

Changing the features of the selected collection

Ranking of a set of selected features based on

dominance

|
v

Choose the best collection

Figure 2. Feature selection steps.

From Figure 2, first, the initial population is
created in the form of vectors with random
numbers between 0 and 1. Then the discretization
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operation should be performed on the gene values;
at this stage, the selected features are determined.
Then each member of the population should be
evaluated based on the objectives of the problem,
and the closer it is to the desired goal, the better
fitness belongs to that member. At this stage,
finding the appropriate fitness function, which can
be single or multi-objective, is an essential task.
Due to the use of several objective functions,
calculation of the multi-objective fitness function
is more complex, and at the same time, more
efficient than that of a single-objective function.
For the purpose of efficiency enhancement, the
multi-objective GSA is used for optimizing the
objectives of this research work. The following
objectives are used:

o F-measure: GSA tries to maximize this
objective.
e Number of selected features: GSA tries to
minimize this goal.

As mentioned earlier, in this research work the
two classification algorithms of decision tree and
SVM are used. After training these classifiers
using the training data, the F-measure of each
model is calculated the using validation dataset.
Then the classifier with the best F-measure is
selected. The second objective function is equal to
the number of features selected by GSA. Once the
fitness of each member is calculated, the
parameters of GSA such as the gravitational force
of objects, velocity, acceleration, and position of
objects are updated. Then the elitist operation is
performed. In order to perform the elite
operations, the members of the population should
be organized. Since we use a multi-objective
GSA, the elitist operation is performed with two
changes in the single-objective GSA. These
changes include the non-dominated sorting of the
population members based on the superiority
criteria and diversity of answers in the population.

3.2. Ensemble Classification based on GSA
Figure 3 shows the framework of the GSA-based

ensemble classification. In the GSA-based
ensemble classification, first, the number of
classifiers for performing the ensemble

classification is multiplied by the number of
classes in the dataset. The resulting value
determines the number of variables in the
problem. The initial population, which consists of
the weights assigned to each class of each
classifier, is created. The purpose of this idea is to
determine the appropriate weight of classifiers in
accordance with the detection accuracy of each
class. In order to obtain the fitness value of each
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member, the class of each new sample is first
specified using both classifiers distinctly.

Basic classrooms (18 selected collections from output
of feature selection stage)

Initial population production (weighing the classes of
each basic classifier)

|
—>

Ensemble classification calculation by F-measure and
fitness evaluation (accuracy and recall)

!

Gravitational force and mass update

!

Speed and acceleration calculation

!

Changing the weight of classifier's classes

Ranking of ensemble classifiers based on the concept of

dominance
|

v
Choose the best combination of classifiers

Figure 3. Ensemble classification steps.

Then, the determined weight of member is
multiplied by the F-measure of that classifier.
Finally, the values are accumulated for similar
classes. The class with the highest value is
assigned to the new sample. Table 1 presents an
example to provide more description. Suppose
that there are three classifiers and two classes; the
number of problem variables is equal to six (i.e.,
3*2).

Table 1: An example of values for GSA-based ensemble
classification.

Classifier V\_Ieight for Weight for F-measure
first class second class (%)
First 0.9 0.3 0.98
Second 0.7 0.2 0.96
Third 0.8 0.3 0.90

The classifiers are derived from the feature
selection phase, and the weights are assigned to
the classes of each classifier through GSA. As
mentioned in Section 3.1, the training and
validation datasets are used for feature selection.
The validation dataset is also used at this stage for
the ensemble classification. Now we intend to
identify the class of a new sample. Assume that
the first classifier detects the class of the sample
as the first class, and both the second and third
classifiers categorize the sample into the second
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class. According to Table 1 and above relation
(i.e. multiplication of F-measure by the weight of
class), the steps are as what follows.

The first classifier (first class)
0.98x0.9=0.882

The second classifier (second class)
0.96x0.2=0.192

The third classifier (second class)
0.9x0.3=0.27

The values of the same classes are then
accumulated. Since there are two classifiers that
have been classified in the second class, the two
values are added, and the result is equal to:

0.27 + 0.192 = 0.462

We now compare the values of the two classes,
which are 0.882 and 0.462 for the first and second
classes, respectively. Since the value of the first
class is greater than the second one, the first class
is considered as the class of the desired sample.
After performing the ensemble classification, the
fitness value of the population is calculated using
the two-objective GSA with objectives of
maximizing accuracy and recall. Once the fitness
value of the initial population is calculated, the
parameters of GSA are updated in such a way that
the gravitational force of the objects, velocity, and
acceleration are updated in order. The weights
assigned to the classes are changed based on the
updated velocity. At the end, the elitist operation
is performed according to the non-dominated
sorting and crowding distance. The number of
iterations specified by the user (i.e. trial and error)
is considered as the stopping criteria in GSA.
When GSA is completed, the best ensemble
classification is selected. The F-measure is used to
select the best combination. In other words, a
combination with a higher F-measure is
considered as the best combination.

3.3. Datasets for QAS

This section describes the UIUC dataset, which
consists of 5,452 questions for training and 500
questions for evaluation. This dataset consists of
four sources [33]: (1) USC English Questions, (2)
Questions belonging to TREC 8 and TREC 9, (3)
Questions that are presented manually, and (4)
TREC 10 questions that are used for the testing
phase.

3.4. Question Classification using Proposed
Method

In order to classify the question, the feature vector
is first extracted according to the technique
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proposed in [34], and the dataset is divided into
three categories including the training data,
validation data, and testing data. The amount of
data assigned to each category is 50%, 20%, and
30%, respectively. After dividing the data, the
training and validation datasets are used to extract
the effective features by the GSA-based feature
selection algorithm. Afterwards, the features are
given to the ensemble classification algorithm
that uses GSA for optimization. In our method,
the CART decision tree and the linear function of
SVM are used as the basic classifiers. After
finding the appropriate combination of classes,
the test dataset is used to evaluate the system.
Also in order to adjust the parameters of GSA,
the values of 50, 20, and 100 are defined for the
maximum iteration, the gravitational coefficient,
and the initial gravitational coefficient,
respectively.

3.5. Evaluation Parameters

In order to evaluate the efficiency of the proposed
method, the measures of accuracy, recall,
precision, and the F-measure are used. The
accuracy is obtained using (2).

2
Accuracy =m><100 @
n

Where m is the number of questions that the
method can classify correctly and n is the total
number of questions [35]. The recall, precision,
and F-measure are also calculated using the
following equations [36]:

Precision = _TP (3)
TP +FP
Recall =— )
TP +FN
F _ Measure — 2 x Precisionx Recall (5)

Precision+ Recall

In the above equations, True Positive (TP) is the
number of questions that are correctly identified,
False Positive (FP) represents the number of
negative samples classified as positive, True
Negative (TN) refers to the number of negative
guestions that are correctly classified as negative,
and False Negative (FN) is the number of positive
guestions that are mistakenly classified as
negative.

4. Experimental Results

In this section, the results obtained by four
approaches are shown. These approaches include:
(1) neither feature selection nor ensemble
classification, (2) feature selection without
ensemble classification, ©)) ensemble

classification without feature selection, and (4)
feature selection with ensemble classification. All
experiments were carried out on the UIUC
datasets.

4.1. Neither Feature Selection nor Ensemble
Classification

Table 2 reports the results obtained by the
experiment of neither feature selection nor
ensemble classification.

Table 2. Neither feature selection nor ensemble
classification.

Claisme Accuracy( Precision( Recall( meanIJre (
[0) [0) [0)
%) %) %) %)
Decision
Tree 77.20 76.40 80.16 77.55
(BT)
SVM 87.40 90.10 88.93 98.51

This table has almost minimum values among
other tables, which will be reported in this section,
from which we can conclude that the proposed
methods have an appropriate impact on the
question classification.

4.2. Feature Selection without Ensemble
Classification

Since both the GSA and the DE algorithms can be
performed for feature selection, experiments were
carried out for both algorithms. Table 3 shows the
experimental results of feature selection without
the ensemble classification strategy when
applying DE and when applying GSA algorithms.
The values in Table 3 shows that feature selection
has improved the performance in most of
proposed comparative scales as these measures are
increased in their values. This is due to the role
that selecting better features plays in classification
improvement. Moreover, GSA has shown
relatively better results than the DE algorithm.

Table3. Feature selection without ensemble
classification using DE and GSA algorithms.

Method Features  Accuracy  pregision Recall F-
No. %) (%) (%) me(i/sOL)J re
DE + DT 119-227 79.2 83.21 81.89 82.55
DE + SVM 162-227 91 92.74 91.85 92.29
GSA +DT 136-227 79.2 83.11 81.45 81.78
GSA + SVM  142-227 91 93.06 92.11 92.48
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4.3. Ensemble Classification without Feature
Selection

Like the experiments carried out in the previous
approach (described in Section 4.2), we used both
DE and GSA in this experiment in order to
evaluate the efficiency of the proposed method.
The evaluation results of ensemble classification
without feature selection when applying DE and
when applying the GSA algorithms are reported
in Table 4.

Table 4. Ensemble classification without feature
selection using DE and GSA algorithms.

Algorithm  Accuracy(%) Precision(%) Recall(%) F-
measure(%o)
DE 91.4 89.13 92.45 90.76
GSA 91.8 91.69 92.81 92.25

In this method, we witnessed more significant
improvement in the evaluation parameters than
Table 2, especially when using the GSA
algorithm.

Compared with Table 3, applying the ensemble
strategy improved the results significantly in
comparison to using only decision tree; also
compared to SVM, the results obtained relatively
improved. This is because ensemble classification
uses the strong points of involved classifiers for
improving performance in comparison with using
each classifier alone. In this table, again, there are
better results for the GSA algorithm than the DE
algorithm.

4.4. Feature Selection with Ensemble
Classification

Since the feature selection with ensemble
classification  approach  uses evolutionary
algorithms (i.e. GSA and DE) for both the feature
selection and ensemble classification,
experiments were performed using both the GSA
and the DE algorithms. The results obtained for
these algorithms are reported in Table 5.

Table 5. Feature selection with ensemble classification
approach using DE and GSA algorithms.

. . E-
0, 0, 0,
Algorithm  Accuracy(%) Precision(%) Recall(%) measure(%)
DE 89.80 91.29 90.79 91.4
GSA 91.80 93.06 92.11 92.58

Compared to Table 3, the results obtained
especially with the GSA algorithm, are
significantly better than decision tree and
relatively better than SVM. The same is true for
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the comparisons with Table 2. Also it has better
results than Table 4. This strategy has led to, on
average, better results than the three previous
tables, as it takes the advantages of selecting
suitable features as well as using a proper
combination of two strong classifications. From
Table 5, it can be concluded that GSA achieved
more acceptable efficiency than the DE algorithm.
The reason can stem from the fact that GSA can
produce a high-quality new generation compared
to the DE algorithm.

4.5. Comparison with Previous Studies

In this section, we make a comparison of the
proposed method with other approaches regarding
the question classification.

Table 6. Comparison of proposed method with other
methods in terms of accuracy.

Dataset Research Accuracy (%)

Zhang et al. [5] 87.4
Hacioglu et al. [20] 82.0
Li and Roth [21] 84.2

uiuc Yahya et al. [22] 87.4

Question
Wang et al. [23] 91

and

Answering Blunsom et al. [24] 86.0
Ray et al. [25] 91.0
Li [26] 91.0
Huang et al. [27] 89.0
Mohd and Hashmy.[28]  91.9
Proposed method 91.8

Table 6 shows the experimental results in terms of
accuracy. According to Table 6, it can be seen that
the proposed method, in most cases, has a more
acceptable efficiency due to the use of feature
selection and combined classification approaches
simultaneously. This is because appropriate
features are selected and the capabilities of
classifiers are used properly.

5. Conclusions

In this work, we proposed a new method for QAS
using the feature selection and ensemble
classification with the help of GSA. The proposed
method aims to find the question class of the user.
The method tries to provide an accurate question
classification to affect positively the other stages
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of QAS. In this method, the lexical and syntactic
features of questions are first extracted to identify
the question class, and the feature vector is
constructed using the extracted features. Then,
GSA is used to select the features that have a
significant impact on data classification. Since
each classification algorithm has special strengths
and weaknesses, the proposed method uses the
strengths of the classification algorithms to
enhance efficiency and to reduce the weaknesses.
In this regard, the ensemble classification was
applied with the use of the decision tree and
SVM.
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