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Most of the methods proposed for segmenting image objecthea
supervised methods which are costly due to theguirementfor
large amounts of labeled data. However, in this article, we pras
method for segmenting objects based on aetaistic optimization
thatdoes notrequireany training data. This procedure consistshef
two main stages of edge detection amxtuee analysis. In the edc
detection stage, we utiBzinvasive weed optimization and loc
thresholding.The a@lge detection methods that are basedheriocal
histograms are efficient methods but it is very difficult to detern
the desired parametensanually. In addition, these parameters
be selected specifically for each image. In this paper, a meth
presented fothe automatic determination of these parameters u
an evolutionary algorithm. The ealuation of this methoc
demonstrates itsigh performance on natural images.

1. Introduction

Various methods have been proposed for t he
segmenting objects in images. Most of these
methods are superviseghich require collecting

a large training datamaking them costly and
time-consuming. Howevetthe methods basedn
evolutionary algorithms can make the best
possible decision by choosing the best response
from the population of problem solution space.
They work without anyrequirementfor training
data. The alge detection methods that are based invasive weed
on the local histogramsare efficient methods for

previous
the fitness value determines the best parameters.
We found that a good smoothinguid improve
the result of the segmentation muchBhus we
employed the Gaussian enthing filter whose

given image. Then we optimized them using an
evolutionary algorithmin order to get the best
possible smoothing. In addition, we utilized
optimization (IWO) for

optimization of the parameters in local

image segmentation. Nevertheless, it is very thresholding. We set all mentioned parameters for

difficult to selectthe optimal parameters of local

both the fine and coarse edges specifically. We

thresholds manually. In addition, these parameters made two executianof edge detection for each
must be selected specifically for each image. We image of datasegndthen combined the resulits

dynamically determined these pareters for each
image using the invasive weed algorithm.
Our proposed method consiststloétwo stages of

order to obtain a more accurateutput. In the
IWO execution timethe detected edge points are
evaluated according to their similarity thee outer

detection of edges and texture analysis. The edge edges ofthe objects. Afterward, we removeitie

detection is performed by an invasive weed
algorithm. In each iteration,
produces n& solutions according to the fitness of

the algorithm

false extra edges usinghe texture analysis
including the gradient weight transform,
frequency analysis, Otsu threshold utiliziramnd
gradient filtering.

gener at;i onbs

parameters could be set and optimized for each
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2. PreviousWorks

So far, a lot of algorithms have been developed
for object segmentation and edge detection in the
images. In the recent years, the evolutionary
computing habeen a poplar approach applied in
this areaRahnamayaret al [9] haveprovided a
method for segmentinghe objects usingthe
genetic algorithm consisting dlfie two stages of
object locating using mathematical morphology
optimization and segmentation by image
processing. In the optimization stage, the order of
execution of morphological operators arie
number of its repetitions are determined via the
genetic algorithmRipon et al. [10] haveused a
multi-objective  meteheuristic algorithm and
minimum spanning &e for segmentation.
Kirchmaier et al [11] have used the particle
swarm algorithm. In this method, N intelligent
agens traverse image windows and basedtos
prior knowledge they find their final location in
the image. Then they segment the image usiag
information of that location as well #selocation

of other agentsZhanget al [12] have usedthe
Bayesian Genetic Programming for image edge
detection.Tao et al [13] have employedthe ant
colony algorithm and fuzzy entropy for
segmentationDorrani et. al. [36] proposed an
edge detection algorithm for noisy images that
uses ant colony optimization. In their method, the
ant s movements depend
intensity values.

A series of papers have applied evolutionary
algorithms toimplement multievelthresholding
segmentation: XU et al [14] have used a
combination of the Dragonfly Memetic and
Differential Evolution (DE) algorithms for mutti
threshold segmentation, known #w® improved
dragonfly. The new method has no possipitid

fall into the local extremesand it uses the Otsu
method to find the answerghaoet al [15] have
presented a multevekthresholding segmentation
method with PSO algorithm and kullback_leibler
divergence. In this methodhe K_L divergence
valuesbetween the image and its segmentation are
obtained and the sum of these values constitutes
the fitness valueBanimelhen{16] haspresented

a multithreshold segmentation method that uses
the genetic algorithmin order to find the
thresholds. The chromsomes are n * L bit vectors
in it; L is the number of gray levels and n denotes
the number of thresholds. The fithess is obtained
by dividing the withiaclass variance into the
betweerclass varianceZhang[17] hasprovided

a method for findingthe threslolds in multi
threshold segmentation employing the ABC

algorithm. The fithess of responses is determined
by calculating the T_sallis entropy.

Each histogram can be modeled as a combination
of the Gaussian density functions that are related
to theimage clases [8].Lai et al [18] haveused

the particle swarm algorithnm orderto find the
global threshold. In this method, each particle is
represented byhe vector containing parameters:
the probability of membership in a class, the mean
and the standard dation of that class density.
The PSO algorithm achievele optimal response

by minimizing the probability of wrongly
assigning each pixel to classes. The method has
been improved in [19]. This algorithm is called
Adaptive PSO, and gives a weight to egelticle
based on the performance.

The Otsu method works well fahe two-class
segmentation. Otsu has generalized his method for
a multi-level thresholding. However, as its
complexity increases exponentially by the number
of thresholds, this method is thapplicable to real
problems. Yin et al [20] have provided an
iterative method for findingthe thresholds. In
[21], the above methodhas beenused in the
initialization step of the ABC algorithm. Then the
thresholds change with a certain coefficienthwit
the responses being selectedrderto maximize

the intra-class varianceMusavirad[22] hasused

the Differential Evolution (DE)n orderto find

othre thrdsheoldsd itss fitness psa thec mininoiZationn h e

criterion of Cross Entropy (CE) between the
original imag and the threshold imagéanungo
[23] has introduced a method for global
thresholding with genetic algorithm, where the
primary population members converge kiye
crowding method.The fitness function is the
image histogram anthe minimum value ofthe
function is the respons&.ang [24] has utilized

the firefly algorithm in order to find the
segmentation thresholds. The responses are given
K_means asheprimary seeds and it segments the
image. This method eliminates the possibility of
falling into the local extremesln [32], an image
segmentation methotlas beerproposed which
uses a novel evolutionary computing algorithm.
Their evolutionary method is a new model based
on the behavior of the human tribes for separating
their zones in one neighborhoodtach tribe
represents an image segmeand each layer of
method connects similar segments to each other to
form a bigger segment. In [33Arsay hasused a
standardfirework algorithm which is one of the
swarm intelligence methods. It is exploited to
optimize a Kmeans segmentation method. In
[34], Ripon has presented a mulbbjective
segmentation that optimizehe three objectives
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of overall deviation, edge valuand connectivity
measure simultaneously usinthe minimum
spanning tree and amvolutionary algorithm
(MOEA) to produce the final set of Pareto
optimal segmented image. In [33Vidynski has
proposed a novel contour detection algorithm
which tracks small pieces of edges called edgelets
at two scales. The edgelets embled semiloca
information and is the basic element of the
proposed recursive Bayesian modeling. They used
the color and gradient information vithe local,
textural, oriented, and profile gradidmsed
features.

3. InvasiveWeedAlgorithm

This algorithm was develode in 2006 by
Mehrabian and Lucas [1]. This algorithm is
inspired by the growth and proliferation tfe
weeds. It operates based on the theory of choice
and survival applying two strategies of k and R.
Artificial grasses, or solutions, are selected at the
start of the algorithm by implementation of R
strategy of choicewhere gradually the selection
strategy changes to Kn order b introduce these
two selective approaches ithe nature, a brief
explanation of these two strategies is provided:
R SelectionStrategy: ii mme di at e
rapid growth and death
The R selection strategy is the strategy of success
and survival in unstable and unpredictable
environments in  which reproduction is
opportunistic and quickl he atributes to consider

in R selection are high fertility, small sjznd the
ability to disperse over long distances.
K Selection Strategy: is| ow
reproductionand death in
TheK selection strategy is the strategy of success
and survival in the stable and predictable
environments where there is an intense
competition amongthe individuals to attain
limited resources. These conditions existtle
populations whose size is close tioe habitat
saturation. The dtributes to consider irthe K
selection strategy are large size, long lifand
small numbers of intensively caréar offspring.

i fe

3.1. Invasive WeedOptimization (IWO)
The steps of implementing the invasive weed
evolutionary algorithm are as follow:

1- A limited number of grains arescattered
throughout the search space.

2- Each grain grows and produces a number of
seeds according to its fitness.

3- The produced seeds are randomly dispersed in
the problem space, and grow new plants.

prol. i
i 3r2. SpatalDispetsal

4- These steps continue until the number of plants
reaches the maximum value. Nake plants with
ahigher fitness are left, and the rest are removed.

These steps are repeated until the maximum
iteration and finally, the plant with the best
fitness is selected. Each member of the plant
population produceseeds based on the lowest
and highest amount of colony as well as its related
fitness and maximum number of seeds allowed. In
other words, as the amount of fithess increases,
the number of allowed seed production grows
linearly to the maximum number of ske(Figure

1). Thus undesirable plants can also reproduce
and if they contain useful information, it will not
be lost.
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max fitness
in the
plant's fitness  colony

min fitness
inthe
colony

f glgrur%lltNlumBehof’ produced seeds.

In this section, the issue of randomness and
adaptation is considered the algorithm. Using

the normal distribution with the mean zero and
variable variance, the produced seeds are
randomly scattered in the-dimensional space.
This means that the seeds are randomly scattered

,near théirgparentOn the other hand, of the
a g i n g function declines from a pmefined initial value

to a final value in each iteration.
_ (iterpayiter)" (1)

Siter = (it€lma)” (S = ma) ¥ ek

Thus the propagation space of seeds decreases

nortlinearly in each iteration. As a result, R

selection changes into K selection.

3.3. Competitive Exclusion

After several iterations, the number of plants
reaches its maximum but it is expected ttat
plants with a greater merit produce more than
undesirable ones. When the population reaches
the maximum number of plants, the process of
removing plants with low competence begins.
Now every plant is allowed to produce seetisd

the seeds are released into space. The seeds are
then ranked along with their parents by fitness
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andthe plants with less fitness are removed until
the colonyreaches its permissible population.

4. Image
Thresholding
The image segmentation methods can be divided
into 6 different categoriesedgebased methods,
histogrambased methods, physicatodelbased
methods, regioiased methods, methods based
on neural networks, and methods based on
clustering. The Hstogrambased segmentation
methods are divided into three categorigse
methods that use a global threshdlte methods
that use more than onbréshold, and those that
use local thresholds. The first category is suitable
for theimages with only two classes of intensity.
The threshold value in these images is chosen as
the lowest point of the histogram curvedR The
second category splits tilgnamic range of image
into smaller ranges by selecting two or more
thresholds. Then each range of intensity is
assigned a specific colowhich is calledmulti-
level thresholding.In most of these methods, the
valleys of the histogram are automaticallyiral,
and the lowest point of each valley is chosen as a
threshold [7]. The above two methods udke
global histogram and search ftre global and
local minimato assign pixels to their own classes.
However, in images with lots of detail, these
methods do not work well. Further, small objects
are not wellsegmented in these methods. The
third category usethe local histograms for image
segmentation and binartzan. In these methods,
the image is scrolled through windows of a certain
size. At each step, the mean and standard
deviation of intensity values of window pixels are
obtained [8]. Then a single threshold is calculated
for that window and that part of imge becomes
binary. Thus in this methotheimage boundaries
are calculated more precisely. In these methods,
the local thresholds are commonly derived from
the following equation:
2
Ty 2)

y +mey
where,, is the standard deviatipm is the local
mean,anda andb are two constants.

In the binarization with local thresholds, if the
window size is smaller than the object,
unevenness in the objects also becomes apparent,
as the window threshold is calculated regardless
of the edges. On the other hand, if the window
size is larger thanhe object, it is possible to
remove that object by thresholding. It is because
the threshold is calculated according to the total
values in the window. Meanwhilethe correct
selection of the values @f andb greatly reduces

Segmentation  using Local
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the undesirable edges. Also spthing the image
can reduce the edges inside the objects. In our
proposed method, the optimal parameters of local
thresholding and smoothing are selected using the
invasive weed algorithm.

5. ProposedM ethod
The proposed algorithm for object segmentation
consists ofthe two main stages of edge detection
and texture analysis.

Texture Analysis

|:(>|:> Com—sS
Filtering

Figure 2. Proposed method steps.

5.1.EdgeDetection

In this section, the invasive weed evolutionary
algorithm andthe local thresholding method are
used for edge detection. For a better edge
detection by local thréwlding andfor avoiding

the discovery of extra edges, first the Gaussian
smoothing iscarried out The smoothing filter
multiplies the following equation by image
intensity at thewlocation of the Gaussian sliding
window:

20 =) 12/]j2( ap{ -) s?) x 2}(

where u represents the mean of the filter and is
equal to zero, and, denotes the standard
deviations of the filterwalso depends on the size
of the window. Thus the smoothness of the filter
depends on the argumentsand the size of the
window. Theamount of smoothing for each image
should be adequater it. For examplethe high-
contrast images require more smoothness.
Generally, the smoothness of an image depends
on the amount of noise, contrast, and resolution.
The parameters wequirein binaization are the
coefficientsa and b mentioned in Equation (2)
setting the desired thresholds. The coefficients
have to be specified for each image separately.
The valus of these two parameters also depend
on the contrast, degree of brightness of the image,
and intensity changes in the image. Thus by the
edge detection of each imaghke four parameters

a, b,,, and size of the Gaussian windgm must

3

N(x |e,
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be specified forhat image. It is clear that doing
this manually is very difficult. As such and to
calculate them, we used the invasive weed
algorithm.

5.1.1. Edge Detection using Invasive Weed
Algorithm

The edge detection operation involvdge two
steps of extracting the fine and thick edgelsere
each one of these two steps requirdke four
parameters mentioned. Hence, the number of
unknown parameters for edge detectioreight
parameters. The overall fitness value is obtained
from the fitress factors. For eaame of the fine
and coarse edge detections, the fithess factors are
calculated separately arige overall fitness value

is obtained using two sets of factorBhe hin
edges ardghe edges that hava poor contrast to
the background sthe variance of the image at
those points is small. This contrast reduction can
be due to several reasons such as placing an object
in shadow omnintense lightandhaving the same
color as the background

In order b implement the weed algorithm, the
initial and maximum numbsrof seedswere 10
and 25 respectively. Thus at the beginning of
each iteration 10 plants from the bests are
selectedand at the en®5 new seeds of them are
produced. Therefore, the population tends into the
better responsesince we have 10 seeds the
beginning, there is enough diversity of new
solutions. In order b avoid the computational
complexity and hae anappropriate variety, we
selected the maximum number of 25 seddws
initial populationwasrandomly selectedand the
numerical ranges chosen for eamte of the fine
and coarse edge detectiongere different. For
pal |l i dabe dvg & s § thé ranget 0€3b,

6d® f r om,O6omtldo 51land hdrom 3 to 5.

10, and h fronB to 7.

The seeds of the plants grow around themsglves
and they have similar properties to each other. In
each iteration, the radius of the grain distribution
area shnks whereby the seeds become more
similar to their parents. The amounts of vectors
produced in each iteratiowere checked and if
there were numbers outside the ranges, the range
bounds would replace the random numbers.

5.2. FitnessFunction

The fitnessvalue is calculated using the original
image variance. The procedure of fitness
calculation is as follows:

First, an edge image is multiplied by the variance
image. In that case, the white pixels will have the
same amount as their corresponding pixel value
the variance image. It is clear that the variance
image has a larger amount in the edge regions
and this is definitely larger in the thick edges'
location. Accordingly, we can measure the
accuracy of an edge detectiotn order b
calculatethe fitness, we set two thresholds for the
variance values appeag in thetwo edge images.
We set a threshold of 6 ithe delicate edge
detection, while fothe coarse edge detection, we
set a threshold of 16 féhem. This means that the
points below theséhresholds are considergePs
(False Positives) and the others 7Ps (True
Positives). Note that inthe delicate edge
detection the thick edges are not consideré#

In order b obtain the first set of fithess factors,
from the non-zero pixel values, weonsidered the
values greater than the threshold of 67&s and

the others as~Ps Also in orderto determine the
second set of fitness factors, we find the values
greater than threshold 16 a®s and the values
below it asFPs The thin edges arEpshere. The
first fitness function we used to evaluthe edges

Also for thick edgesgaba n 80 ower e thee |l egak-e d

same as,0awase & thérangetodd
start of itter End of itter Calculating Fit. Factors for each Seeds
| 105ee0s £ | 25 sees| > I:I:EE*:EEEI
Fine \/ \’ Coarse
Sigma_,He Sigmag He
EP ac . be
Selecting
2 5 =
10 Seeds T=8 16
Dby Fitiness @
1 edge detection
Variance iamge
Locall Thresh. Thresholding
| Matching |
" - +
e | Fittness Calculation| <=
TPs & FPs

Figure 3. Operation cycle in each iteration.

__ fine edges TPs+coarse edges F 4)
~ fine edges FPs+coarse edges F

It means that the fitness value is equal to the total
number of 7Psin both the fine and coarse edge
detectiors divided by the total number ofPsin
themNote that due tdhe undesirable smoothing

in eachoneof the binarized images, it is possible
that very few edgeareobtained. In this case, the
pixels obtained are correct but the edge detection
is incomplete (Remember thathe edge detection
performance is not only dependent on the level of
smoothing but also depends on the thresholding
parameter$ Due to the lownumber of FPs the
above equatiogets a good fitness for them.



Hasheminejad & BayatpourJournal of Al a Data Mining,X(X): XX%XXX, XXXX

Figure 4. Edge detectionresults

In order b prevent this, we add another parameter facts, this transform makes an excellent separation
to the fitness calculation. We used the size of of the different textures. Afterward, we used the
maximum side of image to evaluate the edges. As Gaussian filter and then opening for removing
a result, the algorithm's fitness function is as part of the inner edges.
follows:

fine edges TPs+coarse edges FPs (©) 5.3.2. Texture Analysis usingWavelet
fine edges FPs+coarse edges FPs max ¢ Another function we useth orderto extract the
outer edges was the dbl wavelet. We applied the
plural, vertical, and horizontal wavelet,
respectively on the output othe previous stage.
In the case of plural wavelet, we obtainedaad
approximation of the outer boundaries applying
the R a n dileerd This filter sets the central pixel
value of a neighborhoodor subtraction of

T , minimum from the maximum value in that
Figure 5. Internal texture of objects.

Fit =

neighborhood. Therefore, the edge regions where
5.3. Texture Analysis the intensity difference increases will hawae
At this stage, more texture edges withine higher pixel value. In the case of horizontal and
objects are removed by texture analysi$he vertical wavelets, we removetie edges smaller
texture edges are not the thin edtfesthave been than 20 pixels, and then ran opening lyel
found in the previous stepecause those thin structural elements to get thenclosed sections
edges can be part of t h docairyjbeweéndhborizomd @nd verichlgmaia a n d
major edge in object segmentatittowever,they lines.

have a low variance due to their poor contrast
with the background. While the edges of the
internal texture of the objects locatal in the
high frequency areas, they are very close to each
other, and can even hawehigh variance.

5.3.1. TextureAnalysis usingGradient Weight

The Gradient Weight (GW) transform gives each
pixel aweight based on the inverse value of the
image gradient in its placdn this picture,the
pixels with a small gradient magnitude have a
large value and the pixels with a large gradient
magnitude have a small value. Ake texture
edges have similar prefties in each particular
texture, they will have the same weight. Thus each
different texture of the image is given a specific

Figure 6. (a) Plural wavelet. (b) Output of

gray value in this transformation (Figurg range filter on (). (c) Output of range
Note that in the GW image, the outer edgethef filter on horizontal and (d) vertical
objects have a very low valuaud to their high wavelet. (E) Output of opening on (d). (F

contrast withthe background. According to these Multiplying result O(‘; opening on (c) and
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An approximation ofthe connected outer edges

was obtained, multiplying the two wavelet images
(Figure 6). Through multiplying these images by

the invasive weed algorithm output image, more
favorable edges were obtained.

5.3.3.Image FrequencyAnalysis

The lowfrequency projection of an image
consists of the smooth, norperiodic, and
invariable parts of it. In this image, the textured
edges ofthe objects includinghe fine and high
frequency edges will be eliminate@he level of
elimination depends on tleait-off frequency.

Thus we set the rate below 20 Hz for it. In the
output image, the edges are caused by the
intensity variation betweethe objects and their
background and their extraction is effective to
find the outer edges (Figure 8(d)). Thhas with

the previous step, we usethe | oca & n goée 6
filtering for the binarization and bolding edges.
The we of the gradient of this output image can
be just as useful as a hiffequency filter.
Obtainingthe common edges ithe outputs of the
wavelet and frequency analysis can remowe
redundant edges. As a result, a binary mask was
created (Figur8(E)).

d E F
Figure 8. (a) Original image. (b) Binary output of plural
wavelet. (c) Edges resulting from vertical and horizontal
wavelets. (d) Binary outputof frequency analysis. (E)
Binary mask. (F) E multiplied by output image of edge
detection phase.

5.3.4. Utilization of Otsu threshold

As mentioned earlier, the GW image has a value
close to zero at the main edges. Using this
property and the mask produced in the previous
step, we find the main edges.

al Histoarams. Invasi\ﬁ \Weed Onptimization Alaorithm and Texture Analvsis
]

LTI A

Figure 9. (a) The binary mask. (b) result of Otsu method
(c) a multiplied by b.

That way, we obtaithe points matching the mask

in the GW imageand the histogranof them as
well as the Otsu threshold.

The matching points havesmaller intensityand
then the Otsu's threshold separates the darkest
parts of them. These points can be approximated
to the outer edgesThe Otsu output has some
fractures, and to improve, itve usethe distance
transformand watershed. We then multiplied the
binary mask by the watershed output.

5.3.5.Gradient and L ow-frequency Filtering
Low-frequency filtering othe gradient image can
also be useful. We separated the values above 0.1
in the gradient image (we removéde smooth
and texturdree areas)and then obtainedhe
frequencies below 20 HzThe bw-frequency
areas includehe fine-texture areas such dke
tree leaves, fine striped, and checkered textures.
The gradient filtering connects them togettaard
thresholding produces uniform white areas
(Figure10). That way, we dinthe white areas by
afraction of 0.3, and add to the entropy image and
then thresholdt. Finally, we obtain the common
edges ofheinvasive weed edge detection and this
image.

Figure 10. (a) Original. (b) Gradient image. (c)Low-
frequency of (b). (d)Binary white areas.
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5.4. Output Images of Object Detection
Algorithm
In the following page you can see the

segmentation results of our proposed algorithm.
Also we compare them witeome results ofthe
other methods

Our algorithm can segment most of the natural
images of the dataset and objetist have a
normal situation in themHowever, in those
images that include noruniform and severe
lighting, weak contrasthe object withmulti-fold
textures or several objects withe same texture
and very small objectsit shows a poor
segmentation. In generabur algorithm made a
perfect segmentation on the imagdsoseobjects
had a uniform inner texture and daa normal
contrast onheir background.

6. Evaluation and Comparison

In our previous method of edge detection of
natural images [30], we used a genetic algorithm
in the edge detection step. The values,0b,
and h were obtained by evaluating and ranking
each chromosometha include 4 mentioned
parameters using the following equation:

5)
Ft = number of ones ir( edge image Laplacian im)ag

where imadegé® i s t he out
al gorithm,
image resulting from Laplace transform on
smoothed input image. Afterward, we ruhe
texture analysis for Object Segmentation on edge
detection outputs. We evaluated these two
methods genetics andveeds) withthe Berkeley,
BSDS500 datset [31].The dataset consists of 500
natural images and their groutrdiths that have
been segmented bthe human observers. The
images are in the size of 31481 or 481x 321,

and are the jpg image¥he comparison results

are shown in the table below

Table 1. Results of comparison of GA and IWO.

Algorithm  OIS_F ODS_F Precision Recall
_score  _score

GA 0.69 0.66 61% 79%

method

IWO 0.72 0.71 67% 79%

method

ODS_F_Score:The value of F is obtained over
the whole datasetvhere F has resulted from the
average Precision, Recall.

OIS_F _Score: The value of F derived from
averaging the distinct images Fs.

AP: The Average Precision.
We also compared our method with other methods

of object segmentation evaluated on the BSDS500
dataset [31] in the following tahle

Table 2. Comparing our method with other methods.

Algorithm BSDS500 dataset

ODS OIS AP

Human 0.80 0.80
Mean_shift [26] 0.64 0.68 0.56
NCuts [27] 0.64 0.68 0.45
Canny_owt_ucnf25] 0.60 0.64 0.58
Felz_Hult [28] 0.61 0.64 0.56
Canny 0.60 0.63 0.58
AFWA [33] 0.49 0.49
MS-PFCD [34] 0.70 0.71 0.71
Our method 0.72 0.71 0.67

By comparing the evaluation results, we can
understand that the proposed algorithm has a high
performance for object segmentation matural
images.

7. Conclusiors )
M Uthis aftifle, ®e Présknte@ a method for

anmadg e @ L a psl atch @efnkehtiAghé dbjects in natural images. The

proposed method segmentke image objects
using the invasive weed optimization (IWO)
algorithm, local thresholding, and texture analysis.
It works without anyrequirementfor the training
data. IWO is an evolutionary algorithnthat
operates based on the theory of choice and
survival applyingthe two stratgies of k and R.
The local thresholding method usése local
histograms for image binarizatiorin order ©
improve segmentation, the Gaussian smoothing
wasexecuted before thresholding. The parameters
of the Gaussian smoothing and local thresholding
werespecified usinghe invasive weed algorithm.
Finally, the edges ofthe inside texture of objects
were removed usingthe texture analysis.The
evaluation results declare that the proposed
algorithm has a high performance for segmenting
the objects in natwal images.
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Figure 11.a) Original b) Segmentation by method [34] ¢) Segmentation by our
method.

Figure 12 a) Original b) Edge detection C) Obj segmentation by our method d) Obj segmentation by [32].

Figure 13. Output images of our object detection algorithm.



