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1. Introduction

Abstract

Breast cancer is the second major cause of death, and it accounts for
16% of all cancer deaths worldwide. Most of the methods for detecting
breast cancer such as mammography are very expensive and difficult
to interpret. There are also limitations like cumulative radiation
exposure, over-diagnosis, and false positives and negatives in women
with a dense breast that pose certain uncertainties in the high-risk
populations. The objective of this work is to create a model that
detects breast cancer through blood analysis data using the
classification algorithms. This serves as a complement to the
expensive methods. High-ranking features are extracted from the
dataset. The KNN, SVM, and J48 algorithms are used as the training
platform in order to classify 116 instances. Furthermore, the 10-fold
cross-validation and holdout procedures are used coupled with
changing of random seed. The results obtained show that the KNN
algorithm has the highest and best accuracies of 89.99% and 85.21%
for the cross-validation and holdout procedures, respectively. This is
followed by the J48 algorithm with accuracies of 84.65% and 75.65%
for the two procedures, respectively. The SVM algorithm has the
accuracies of 77.58 and 68.69%, respectively. Although, it has also
been discovered that the blood glucose level is a major determinant in
detecting the breast cancer, it has to be combined with other attributes
to make decisions as a result of other health issues like diabetes. With
the results obtained, women are advised to do regular check-ups
including blood analysis to know which blood components are
required to be worked on in order to prevent breast cancer based on the
model generated in this work.

For the past decade, cancer has been a major
source of threat to the human life [1]. However,
out of the various types of cancer, it has been
discovered that women are the only group
suffering from breast cancer. Hence, it has a high
mortality rate in women [2]. Sadly, this rate is
increasing daily, especially in the developed and
the developing countries [3, 4]. Nevertheless,
breast cancer has risen to be the second biggest
cause of death in the world [5]. Based on the
World Health Organization (WHOQO) data, as at
2013, it was estimated that 508,000 women died

globally in 2011 as a result of breast cancer [6]. It
was also noted that breast cancer was the
commonest cancer in women.

Generally, cancer is the uncontrolled growth of
abnormal cells anywhere in the body. Breast
cancer is the cancer that can develop in the breast
cells [7]. If not treated, it extends to other parts of
the body. This is why early detection is very
important before it spreads. Also [8] has explained
that the risk for breast cancer increases with age,
and most breast cancers are diagnosed after
reaching the menopause age. According to [9], an
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early detection of breast cancer is very important
to have a better chance of survival.

However, many works have been done on the
early detection of breast cancer. WHO likewise
testified to it saying: “So far the only breast
cancer screening method that has proved to be
effective is mammaography screening.
Mammography screening is very costly, and is
cost-effective and feasible in the countries with a
good health infrastructure that can afford a long-
term organized population-based  screening
program” [6]. Apart from being costly, there are
also limitations such as cumulative radiation
exposure, over-diagnosis, and false positives and
negatives in women with a dense breast. As a
result, there are certain uncertainties in high-risk
populations [10, 11].

This led to this research work. An early detection
of breast cancer helps to increase the survival rate.
This research work aims to get biomarkers from
blood analysis data for the detection of breast
cancer. It aims at detecting breast cancer through
the blood analysis data. This is by collecting
values of the level of glucose, insulin, HOMA,
leptin, adiponectin, resistin, MCP-1, age, and
body mass index (BMI). These parameters are
believed to be a good set of components. This is
because [12] has recently verified a deregulation
in their profile in the obesity-associated breast
cancer. Then creating a model by using the
classification algorithms such as the J48, K-
nearest neighbor, support vector machine
algorithms that can be used to create a biomarker
for the breast cancer prediction. The model will
help in supporting the medical decisions.
Classification is a machine learning technique in
which the data is categorized into a given number
of classes. For example, the study aims at
classifying a given data to either the breast cancer
or healthy category. J48 (iterative dichotomiser 3)
is a form of supervised learning algorithm [13].
The J48 algorithm falls under the classification
algorithms, and is majorly used for prediction
based on the historical data [14]. It is used to
generate a decision tree that resembles a flow
chart structurally, whereby each node denotes the
test on an attribute, and branch denotes the
outcome [15-17]. The J48 algorithm works by
generating rules for predicting the target variable
based on the dataset supplied. These rules are
generated based on the values of the attributes of
the dataset. For this study, the J48 algorithm will
generate the rules based on the values of the blood
attributes (resistin, leptin, glucose, and others) in
order to classify the data into cancer positive or
negative.
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The Support Vector Machine (SVM) is a
supervised machine learning algorithm used for
the pattern classification and non-linear regression
of the features. It is an estimated implementation
of the method of structural risk minimization that
provides a good generalization on a pattern
classification problem. Given a set of training
examples (blood analysis data), each marked as
belonging to either the positive or negative
category. A SVM training algorithm builds a
model that assigns new examples to one category
or the other, making it a non-probabilistic binary
linear classifier [14]. The K- Nearest Neighbours
(KNNs), also known as the case-based reasoning,
has been used in many applications like pattern
recognition and statistical estimation. It is a
simple, lazy, and non-parametric classifier.

Since the past decades, the machine learning and
data mining have become very popular in the
prominent research works in virtually every aspect
of the human activities [18]. The importance of
machine learning cannot be overemphasized. Few
instances in which machine learning has been
used include crime rate prediction using the
decision tree (J48) algorithm [14], in which 94%
accuracy has been achieved, which is fair enough
for the system to be relied on for prediction of the
future crimes. Also the machine learning
technique has been applied by [19] for an accurate
diagnosis of the coronary artery disease, in which
93% accuracy has been achieved. Also machine
learning has been applied for the credit card fraud
detection purposes [20] with an over 99.6%
accuracy, among others.

Likewise, machine learning has been applied to
detect breast cancer such as [2], in which the
authors have compared four machine learning
algorithms in order to predict the breast cancer.
They used datasets on the Support Vector
Machine (SVM), artificial neural networks,
Extreme Learning Machine (ELM), and K-nearest
neighbor, and it was observed that ELM
performed best with an accuracy of 80%. Also in
[21], the authors have used Neural Networks
(NNs), Decision Tree (DT), naive bayes, and K-
nearest neighbors in order to build the machine
learning models in which artificial neural
networks has the highest accuracy of 80%.
Likewise, in [22], the authors have built their
models based on DT, SVM, RF, LR, and NN, in
which RF has performed best with an accuracy of
74.3%.

It was observed that one of the major challenges
of machine learning is high dimensionality of the
dataset [23]. This is as a result of a large memory
required due to the analysis of many features that
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leads to overfitting. Therefore, the weighting
features reduce the redundant data and processing
time, thereby, improving the performance of the
algorithm [24].

Thus the main objective of the research paper is to
apply the machine learning algorithm to detect the
breast cancer using feature selection, which
eliminates the unnecessary and unimportant
features in the dataset [24] in order to obtain
better results compared to [2, 21-22]. The second
section discusses the methodology used in this
research work, while the third section showcases
the results, followed by the discussion of the
results in the fourth section, and finally, the
conclusions are made in the fifth section.

2. Methods
The description of the proposed methodology is
given below:

1. Pre-processing (data manipulation and
normalization):  Numerical  attributes
(class) changed to nominal values,
glucose changed to ordinal values.

2. Feature selection: performed using the
ReliefF algorithm coupled with the ranker
search method.

3. Classification-3 classifiers were tested:
kNN, SVM, J48.

4. Evaluation of results-based on confusion
matrix (accuracy, recall, precision, and F-
measure metrics).

The proposed methodology for this work was
formulated using the WEKA software, an open
source software for machine learning that was
developed at the University of Waikato. The
dataset that was used to pinpoint this research
work was obtained from UCI Machine Learning
Repository [20], Breast Cancer Coimbra dataset,
which was loaded into WEKA. The dataset
contained 64 breast cancer positive and 52
negative [25, 26]. In order to obtain a better result,
feature selection was used for selecting the

attributes to be used for the classification. In this
research work, the cross-validation and holdout
methods were used. For the hold-out method, the
dataset was divided into 80% training dataset and
20% test examples. However, the entire training
dataset was used for the cross-validation method.
The J48, Support Vector Machine (SVM)
(LibSVM), and K-Nearest Neighbour (KNN)
(IBK) algorithms were used in this work.

2.1. Data Description

The dataset consists of 116 rows with 10 attributes
viz. “age (years), BMI (kg/m?), glucose (
mg/dL), insulin (U /mL), HOMA, leptin (
ng/mL), adiponectin  (xG/mL), resistin (
ng/mL), and MCP1 (pg/dL)”. Glucose,

insulin, HOMA, leptin, adiponectin, resistin and
MCP1 can be collected in the routine blood

analyses. BMI (kg /m?) was obtained by taking
the ratio of weight and square height, HOMA =
Iog((lf)*(Gf ))/22_5, where (If ) is the fasting

insulin level (xU /mL) and (Gf ) is the fasting
glucose level (mmol / L).

2.2. Data Pre-processing

Based on the dataset collected, all the 10 attributes
are numeric. Table 1 shows some of the data
before data pre-processing. In order to make the
dataset usable for a classification task, the class
was transformed into two categories namely
Healthy Control and Patient. Based on the data
description 1 = Healthy Controls and 2 = Patient.
The glucose attribute was transformed into four
categories: optimal, excellent, good, and
dangerous.

Table 2 below shows the range of glucose
(mg/dL) classification.

Table 1. Some data used for breast cancer detection before pre-processing.

Age BMI Glucose Insulin HOMA Leptin Adiponectin Resistin MCP.1 Class
48 23.5 70 2.707 0.467409 8.8071 9.7024 7.99585 417.114 1
83 20.69049 92 3.115 0.706897 8.8438 5.429285 4.06405 468.786 1
82 23.12467 91 4.498 1.009651 17.9393 22.43204 9.27715 554.697 1
45 20.83 74 4.56 0.832352 7.7529 8.237405 28.0323 382.955 2
49 20.95661 94 12.305 2.853119 11.2406 8.412175 23.1177 573.63 2
34 24.24242 92 21.699 4.924226 16.7353 21.82375 12.06534 481.949 2
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Table 2. Categorization of glucose classes.

Glucose (X) Glucose class
60< X <84 Optimal

84< X <97 Excellent

97 < X <108 Good

X >108 Dangerous

Table 3 below shows some data used for breast
cancer detection after pre-processing. Figure 1
shows the visualization of the attributes after pre-
processing, in which the red colour denotes the
positive class and the blue colour denotes the

negative class. In this process, it was discovered
that the datasets were skewed (imbalanced), and
the resample filter method was used to resolve the
class imbalance problem.

Table 3. Some data used for breast cancer detection after pre-processing.

Age BMI Glucose Insulin HOMA Leptin Adiponectin Resistin MCP.1 Class
83 20.69049454  Excellent 3.115 0.706897333 8.8438 5.429285 4.06405 468.786 Healthy
controls
71 30.3 Good 8.34 2.098344 56.502 8.13 4.2989 200.976 Healthy
controls
78 25.3 Optimal 3.508 0.519184 6.633 10.5673 4.6638 209.749 Healthy
controls
45 21.30395 Good 13.852 3.485163 7.6476 21.05663 23.03408 552.444 Patient
46 20.83 Optimal 4.56 0.832352 7.7529 8.237405 28.0323 382.955 Patient
49 20.95661 Excellent 12.305 2.853119 11.2406 8.412175 23.1177 573.63 Patient

BMI

18.67 1862

Resistin

28.68

class

~ Leptin

43
i}
.I

G4

52
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Figure 1. Visualization of the attributes after pre-processing.

2.2.1. Data Selection

The data selection phase involves understanding
the datasets and selecting the attributes that will
produce the necessary data required to infer the
knowledge sought. This is also known as feature
selection, which is a process for identifying the
subset of data from a large dimension of data [24,
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27]. The attributes contributing more to the
development of the model were derived using
ReliefFAttributeEvaluator (RF) coupled with the
ranker algorithm. ReliefF was selected since it
could deal with both the nominal and numerical
attributes, and it was a robust algorithm [28].
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Table 4 presents a summary of the attributes and

how ReliefFAttributeEvaluator (RF) ranked them.

Table 4. Summary of the evaluator’s ranking of each attribute of the dataset.

Attributes Ranking of ReliefFAttributeEvaluator (RF)
Glucose 0.1689
Age 0.0846
BMI 0.0265
Leptin 0.0244
Resistin 0.0191
Adiponectin 0.0171
MCP.1 0.0158
HOMA 0.0033
Insulin 0.0008
o . iy TP 1)
The first six highest ranked attributes by the PreCISIOn:TP+FP

evaluator as the best influencing breast cancer
detection are glucose, age, BMI, leptin, resistin,
and adiponectin. Hence, they are selected for the
classification problem.

2.3. Classification

After data pre-processing, the J48, KNN (IBK),
and (LibSVM) SVM algorithm were implemented
using Waikato Environment for Knowledge
Analysis (WEKA). It is a tested and trusted open
source software for machine learning developed at
the University of Waikato, New Zealand [29].
Cross-validation was selected as the test mode
option with 10 as the number of folds, and the
class attribute was set as the target to be predicted
for the classification. This process was done 5
times coupled with changing the random seed
starting from 1-5 for the process for internal
validation purposes.

This process was also repeated for percentage
split (hold out) test option, which was set to 80%
in essence. 80% of the data was trained on and the
test was performed on the 20% remainder in order
to serve as the external validation.

3. Results

The algorithms were implemented as stated in the
previous section. The performance measures
including the recall, precision, and F-measure,
which were obtained from the confusion matrix,
were used in order to determine how well a
classification performed [30] by reporting the
number of true positives (TP), true negatives
(TN), false positives (FP), and false negatives
(FN) (Table 5). The mean and standard deviations
are in Table 6, as shown below.

Precision is given as the number of correctly
classified positive examples divided by the
number of examples labelled by the system as
positive.
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Recall is the number of correctly classified
positive examples divided by the number of
positive examples in the data.

TP
TP+ FN

)

Recall =

F-measure score is just the harmonic mean of
precision and recall.

2*Precision* Recall
Precision+ Recall

®)

F —measure =

Similarly, the decision tree, which is the graphical
representation of the classification tree for the
classification, is shown in the Figure 2; the tree
size was 25 and the number of leaves was 14.

4. Discussion

Based on the result obtained from the tree
generated from the feature selection and J48
algorithm, it can be said that the glucose level is
major determinant in detecting the breast cancer.
Age, resitin, HOMA, BMI, adiponectin, and leptin
are the other determinants in detecting the breast
cancer. However, insulin and MCP.1 have no
effect in detecting the breast cancer. Hence, the
biomarker for breast cancer detection is the
combination of glucose, age, BMI, adiponectin,
and leptin. It was likewise discovered that better
accuracies were obtained compared to [2, 21, 22]
due to the feature selection of the variables that
will help for a better decision-making. One of the
major advantages of the proposed methodology is
that the limitations such as the cumulative
radiation exposure, over-diagnosis, and false
positives and negatives in women with a dense
breast that pose certain uncertainties in the high-
risk populations in mammography is not a
limitation here. Another major advantage is that
this method is not difficult to interpret. The
disadvantage of this methodology is that the
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features of the blood analysis data have to be it. This is done through blood analysis, which is
combined together in order to make a decision. not expensive compared to mammography.

The intention of this model is not to create an

alternative to mammography but to complement

ol
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Figure 2. Decision tree for the classification.

Table 5. Details of the performance measure of the classification.

Test option Random seed/metrics 1 2 3 4 5
o ~< o Y Accuracy 87.931 82.759 83.621 85.345 83.621
2 £S5
g ~ 8% F-measure 0.879 0.825 0.836 0.853 0.836
o o
= ; Precision 0.879 0.832 0.837 0.855 0.836
3 ? Recall 0.879 0.828 0.836 0.853 0.836
~~ o % Accuracy 86.957 78.261 86.957 60.869 65.217
8 & F-measure 0.857 0.781 0.872 0.607 0.653
S S Precision 0.890 0.782 0.878 0.608 0.665
Recall 0.870 0.783 0.870 0.609 0.652
5 = s0< o % Accuracy 91.379 88.793 87.931 90.517 91.379
&L =223 F-measure 0.914 0.888 0.880 0.905 0.914
=8 T B5E% Precision 0.914 0.888 0.885 0.907 0.916
S g - Recall 0.914 0.888 0.879 0.905 0.914
Gl ~~ 1 % Accuracy 91.304 82.609 86.957 82.609 82.609
Z '5; ©  F-measure 0.913 0.827 0.874 0.825 0.823
S g Precision 0.913 0.840 0.909 0.837 0.833
Recall 0.913 0.826 0.870 0.826 0.826
30 Fo< o % Accuracy 77.586 74.138 79.310 79.310 77.586
55 S225 F-measure 0.757 0.714 0.778 0.778 0.757
gs = .5 §' ? Precision 0.841 0.824 0.850 0.850 0.841
® 2 Recall 0.776 0.741 0.793 0.793 0.776
ca ~~ % Accuracy 82.609 78.261 52.174 69.565 60.870
2} =4 % % F-measure 0.801 0.764 0.502 0.670 0.566
3 = S Precision 0.861 0.843 0.814 0.814 0.794
Recall 0.826 0.783 0.522 0.696 0.609
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Table 6 .The mean and standard deviations of accuracy.

Cross-validation (10-fold) Holdout (20%)
J48 algorithm Mean 84.6554 75.6522
Standard deviation 2.0579 12.1433
K-nearest neighbor Mean 89.9998 85.2176
Standard deviation 1.5659 3.8886
Support vector machine Mean 77.586 68.6958
Standard deviation 2.1114 12.4503

4. Discussion

Based on the result obtained from the tree
generated from the feature selection and J48
algorithm, it can be said that the glucose level is
major determinant in detecting the breast cancer.
Age, resitin, HOMA, BMI, adiponectin, and leptin
are the other determinants in detecting the breast
cancer. However, insulin and MCP.1 have no
effect in detecting the breast cancer. Hence, the
biomarker for breast cancer detection is the
combination of glucose, age, BMI, adiponectin,
and leptin. It was likewise discovered that better
accuracies were obtained compared to [2, 21, 22]
due to the feature selection of the variables that
will help for a better decision-making.

One of the major advantages of the proposed
methodology is that the limitations such as the
cumulative radiation exposure, over-diagnosis,
and false positives and negatives in women with a
dense breast that pose certain uncertainties in the
high-risk populations in mammography is not a
limitation here. Another major advantage is that
this method is not difficult to interpret. The
disadvantage of this methodology is that the
features of the blood analysis data have to be
combined together in order to make a decision.
The intention of this model is not to create an
alternative to mammography but to complement
it. This is done through blood analysis, which is
not expensive compared to mammography.

5. Conclusion

In this work, we applied the classification
algorithms in order to detect breast cancer through
blood analysis using the WEKA software. The
datasets of 116 instances were acquired from the
UCI Machine Learning Repository, Breast Cancer
Coimbra dataset. A 10-fold cross-validation and
the holdout procedure were used coupled with
changing of random seed. The results obtained
showed that the KNN algorithm had the highest
and the best accuracies of 89.99% and 85.21% for
cross-validation and the holdout procedure,
respectively. This was followed by the J48
algorithm with the accuracies of 84.65% and
75.65% for the two procedures, respectively. The
SVM algorithm had the accuracies of 77.58% and
68.69%, respectively. Although it was discovered
that the blood glucose level was a major
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determinant in detecting breast cancer, it had to be
combined with other attributes before arriving at
the final decision. This is because many health
conditions such as diabetes may affect the glucose
level. The same thing also goes for some of the
other included attributes. In addition, the present
work did not have any data on the irisin or visfatin
level from the blood analysis data. Therefore, it
would be interesting to include it in a future work.
Similarly, further work could be of interest in
extending to the other forms of cancer.
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5. Appendix
The interpretation of the decision tree gotten from
the J48 algorithm is given below:

If glucose level = optimal and resistin <=17.37615
and adiponectin <= 23.67, then class = healthy
controls.

If glucose level = optimal and resistin <=
17.37615 and adiponectin > 23.67, then class =
patient.

If glucose level = optimal and resistin > 17.37615,
then class = patient.

If glucose level = excellent and age <=65 and
BMI <= 31.975015 and resitin <= 6.85, then class
= healthy controls.

If glucose level = excellent and age <=65 and
BMI <= 31.975015 and resitin > 6.85 and Leptin
<= 37.2234, then class = patient.

If glucose level = excellent and age <= 65 and
BMI <= 31.975015 and resitin > 6.85 and leptin >
37.2234, then class = healthy controls.
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If glucose level = excellent and age <= 65 and
BMI > 31.975015, then class = healthy controls.

If glucose level = excellent and Age > 65, then
class = healthy controls.

If glucose level = dangerous and age <= 72, then
class = patient.

If glucose level = dangerous and Age > 72 and
Age <= 81, then class = healthy controls.

If glucose level = dangerous and age >72 and age
> 81, then class = patient.

If glucose level = good and BMI <= 34.17489 and
adiponectin <= 2.19428, then class = healthy
controls.

If glucose level = good and BMI <= 34.17489 and
adiponectin > 2.19428, then class = patient.

If glucose level = good and BMI > 34.17489, then
class = healthy controls.
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