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Feature selection is one of the most important steps in designing the
speech emotion recognition systems. Since there is uncertainty as to
which speech feature is related to which emotion, many features must
be taken into account, and for this purpose, identifying the most
discriminative features is necessary. In the interest of selecting the
appropriate emotion-related speech features, in the current work, we
focus on a multi-task approach. For this reason, we consider each
speaker as a task, and propose a multi-task objective function in order
to select the features. As a result, the proposed method chooses one set
of speaker-independent features, of which the selected features are
discriminative in all the emotion classes. Correspondingly, the multi-
class classifiers are utilized directly or the binary classifications simply
perform the multi-class classifications. In addition, we employ two
well-known datasets, Berlin and Enterface. The experiments are also
applied on the openSmile toolkit in order to extract more than 6500
features. After the feature selection phase, the results obtained illustrate
that the proposed method selects the features that are common in
different runs. Also the runtime of the proposed method is the lowest in
comparison to the other methods. Finally, seven classifiers are
employed; the best achieved performance is 73.76% for the Berlin
dataset and 72.17% for the Enterface dataset in the face of a new
speaker. These experimental results then show that the proposed
method is superior to the existing state-of-the-art methods.

1. Introduction

the work in this field still encounters various

Emotion is a type of phenomenon that has a direct
relationship with each person’s mood. One of the
prominent areas of speech processing is to design
a system which can accurately and simultaneously
analyze speech, and recognize the emotions it
conveys. Emotion is a complicated and internal
phenomenon that is not always explicitly
indicated. In most cases, a person’s emotion is a
set of different senses [1, 2]. Consequently,
recognizing the emotions is not straightforward,
and even the humans make mistakes in
recognizing them [3]. In the recent years, many
research works have been conducted in the field
of automatic speech emotion recognition.
Although a significant progress has been made,

challenges.

There are many applications for speech emotion
recognition. One of the main applications for
emotion recognition is the emotional relationship
between the robots and the humans [4]. Moreover,
in the call centers and mobile communication
operations such as those for fire departments and
other emergency services, the emotion recognition
systems assist the public. These systems can also
be employed in order to recognize the degree of
customer satisfaction in the customer relations
systems [4]. Computer games are another
application of emotion recognition [5, 6].
Furthermore, since depression and other stress-


mailto:bakhtiari@sadjad.ac.ir%20(B

Bakhtiari & Kalhor/Journal of Al and Data Mining, Vol. 9, No. 3, 2021

related diseases affect the speech, there are
medical applications for the emotion recognition
systems [7, 8].

There are almost 300 different emotions. Despite
their large number, the emotions are categorized
into eight groups, namely happiness, anger,
disgust, boredom, sadness, fear, surprise, and
neutral [9]. Thus for the automatic speech emotion
recognition, a large number of acoustic features
should be extracted. However, there is a great
variety of speech features when an individual
expresses different emotions, and so the
researchers must deal with a huge number of
features extracted from the speakers. On the other
hand, due to these numerous speech features, it is
not known which ones are related to each
emotion. Therefore, it is vital to select a set of
features that is speaker-independent and common
among all the emotion classes. As a result, a set of
selected features can describe each emotion for all
speakers.

The low number of training samples and the high
dimensionality of features are the major
challenges in this field. These challenges cause
over-fitting. Consequently, the training process is
not performed correctly, and the system
performance drops. Meanwhile, the time
complexity of the system is critical. As the
number of features is high, the main objective is
to have a system that has a low runtime and
selects an appropriate set of features [10].

Much effort has been made by the emotion
recognition systems in order to select the proper
features. The current paper focuses on a multi-task
approach. There has been little research works
employing a multi-task method for the speaker-
independent feature sub-space learning [11, 12].
In these works, a multi-class classification is
performed by a set of binary classifiers with the
feature selection process performed separately for
each pair of classes. Therefore, the features
selected for different pairs of classes may differ,
and so a different set of features must be dealt
with. Unfortunately, the sets of selected features
cannot be directly used for multi-class classifiers.
Furthermore, if a set of binary classifiers is to
perform multi-class classifications, it is necessary
to have a proper combiner of classifiers in order to
achieve a reasonable performance. In other words,
since different classifiers’ input spaces vary,
simple classifiers’ output fusion methods such as
majority voting cannot achieve satisfactory
results.
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The aim of the current paper is to propose a
method to find a set of discriminative speaker-
independent features that are common among the
emotion classes. For this purpose, the present
work considers the multi-task objective function,
which selects common features among all the
speakers and all the emotion classes. In this case,
since the selected features are speaker-
independent and common among all emotions, the
multi-class classifiers can be employed directly or
multi-class classifications can be performed with
binary classifiers without complex classifier
combiners. Hence, the proposed method is
superior in terms of time and simplicity.

The second section of this work presents the
related work, and Section 3 explains the
preliminary to the multi-task feature selection.
Section 4 discusses the proposed method in detail,
while Section 5 reviews and analyzes the
experiments and results. Finally, Section 6
provides the conclusion.

2. Related Works

In the recent years, many research works in the
field of speech emotion recognition has attempted
to resolve the challenge of the high dimensionality
of features in the speaker-independent and
speaker-dependent categories. For this reason,
many methods for feature selection and
dimensionality reduction have been explored.
Some approaches are speaker-dependent systems
[13-21]. For instance, the feature selection
methods employ correlation-based methods [22-
26]. Some works employ evolutionary methods
[27-29]. Moreover, some are based on clustering
[30].

Since a speaker-dependent system is learned with
a few number of speakers, it may not perform
appropriately when dealing with a new speaker.
Therefore, when there is a large number of
speakers, it is extremely important for the system
to be independent from the speaker, and perform
at an acceptable level in a reasonable amount of
time [9]. Several papers have investigated
speaker-independent systems, and these works are
reviewed as what follows.

Some methods are based on the Sequential
Floating Forward Selection (SFFS) [9, 31]. SFFS
is a sequential method that adds a new feature to
the selected feature space in each sequence; then a
union of all features is considered. [10] employs
the cascaded normalization method, which
normalizes the features related to each speaker in



Multi-Task Feature Selection for Speech Emotion Recognition: Common Speaker-Independent Features Among Emotions

three steps. As presented in [32], normalization is
carried out in the first step. The second step
performs normalization in order to prevent
sparsity, which is stated as f(x) = sign(x)|x|%,
where 0 <a<1. In the last step, L,-norm
normalizes each feature vector x. Finally, these
three normalization steps remove the redundant
features. [33] considers the feature space as a
network, and accounts for each feature as a node.
Then the best-first algorithm is employed for the
feature selection. In this algorithm, the greedy
hill-climbing method explores the feature space,
and the Pearson correlation function handles the
hill-climbing evaluation function. In this case, the
Pearson correlation evaluation function considers
the correlation between features and class labels.
Finally, the features with the highest correlation
are selected, and the selected features from each
group are then combined. [34] introduces the
binary tree structure, which is generated based on
the three dimensions of emotion: negative valence
and non-negative valence, negative-activation and
positive-activation, and lower-stance and higher-
stance. These emotions are then divided based on
the emotion dimensionality. At each level of the
tree and for each emotion, the Forward Feature
Selection (FFS) approach performs the feature
selection. Finally, the features obtained from all
emotions are combined with each other.

[35] first divides the data into n groups (the
optimal value of n is obtained based on several
tests). A Gaussian kernel with different values for
sigma is applied to each group. Then in each
group, the common features of the data are
selected, and the union of all the features obtained
from n groups is calculated. Unfortunately, as the
number of features increases, the time complexity
of this method grows significantly.

The Z-score method [36] normalizes the features
of each speaker, and then the feature selection is
performed [37]. The purpose of this normalization
is to reduce the difference among the speakers’
speech features. After normalization and the
removal of some of the less-related features, the
Mutual Information (MI) method is applied to the
feature selection. In this method, a correlation
between features and class labels selects the
proper features. Utilizing the Euclidean distance
[38], first divides the features into four groups.
Then the partial correlation is calculated for the
features of each group. After that, the Spearman
correlation obtains the correlation among the
groups. Finally, the common features among the
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four groups are determined, and then the Fisher
method performs the dimensionality reduction.
Unfortunately, this method spends much time
computing the partial correlation coefficients, and
is, therefore, time-consuming, especially when the
number of features is high. Dang et al. have
introduced the speaker-related factors for each
speaker [39], employing the Probabilistic Linear
Discriminant Analysis (PLDA) technique [40].
This technique utilizes the emotion factors related
to each speaker, and provides information about
the features at every frame. In each step, the
information about the features of each speaker’s
whole frames is obtained. This method identifies
the feature space obtained, which contains
information about the emotion of all speakers.

The other one is the end-to-end speech emotion
recognition [41-45], which employs the neural
networks and performs deep learning to classify
the emotion from the raw wav file without any
traditional speech processing extracted features.
Indeed, the weight of the neural networks extracts
the features automatically. Although some recent
research works have performed SER in this
manner, they have some drawbacks. For example,
since they use raw data, the size of sample vector
is very large. Therefore, the time complexity in
the train and test step is very large. Also, the
efficiency of these methods is not investigated in
some conditions like different speakers, different
languages or generally cross-corpus. Furthermore,
these types of methods require a lot of speech
sample for training, in which thereby the training
time dramatically rises.

Very little research works have employed multi-
task learning for the speaker-independent feature
selection [11, 12]. These methods are a kind of
wrapper feature selection method, which
simultaneously performs feature selection and
classifier training. In addition, these methods are
proposed for binary classifiers, and therefore,
feature selection is separately performed for each
pair of classes. As a result, binary classifiers
design the multi-class speech emotion recognition
problem. In other words, this approach considers a
set of different pairs of classes and then performs
feature selection and classifier training for each
pair of classes. Consequently, the sets of selected
features for different classes may differ.

For example, it is possible that the selected
features for the neutral and happiness classes
differ from the selected features for the anger and
disgust classes. In this way, the input spaces of
different classifiers vary.
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Table 1. A summary of speaker-independent feature selection methods for speech emotion recognition.

Number of selected

Reference Description Number of used features f
eatures
[31] SFFS-based 200 8
[9] SFFS-based 306 40, 20
[33] Best-first algorithm and greedy hill climbing 1418 About 55 features
[34] Binary tree on the emotion dimension + FFS 2286 75
[35] Gaussian kernel 988 65
[37] Mutual information 121 {20, 40, 60, 80, 100}
[38] Spearman + Fisher 34 20
[39] Emotion factors + PLDA 650 50
[10] Feature normalization in three steps 6373 Not mentioned
[11] Multi-task system 1170 Not mentioned
[12] Multi-task system 6669 Not Mentioned
[41-45] Deep learning - -
Proposed method 6552 About 500 features and also

{10, 20,...., 90}

Therefore, a complex classifier’s output fusion is
required to combine the outputs of the classifiers
because a simple method such as majority voting
cannot achieve an acceptable performance. Also
since the methods of [11, 12] are only designed
for the SVM classifier, they are not applicable to
other classifiers. Unfortunately, as the number of
data or features increases, the SVM’s time
complexity dramatically rises. As a result, these
methods are not appropriate for a feature selection
with a large number of features.

The currently proposed method selects a set of
features that are common among the speakers and
emotions. Due to the high number of features, it is
expected that some common features describe all
the emotions among all the speakers. Finally, the
present work has one sub-space, and as a result,
can be directly employed by the multi-class
classifiers or can solve multi-class classifications
with a simple combiner of binary classifiers.
Furthermore, in contrast to [11, 12], the proposed
method can utilize any classifier.

It should be noted that none of the research works
mentioned in this section have performed the
proposed method for the feature selection. Table 1
provides a summary of the works on speaker-
independent emotion recognition systems. Table 1
indicates that many methods consider fewer
features in comparison to the number taken into
account by the present work. The exceptions are
[10, 12], which study almost the same number of
features as does the proposed method. However, it
can be observed that the proposed method runs at
a lower speed than do both methods [10, 12].

3. Preliminary to Multi-Task Feature Selection
In the multi-task system, the tasks can include
different items such as datasets and hand-writing
from different users. With the multi-task learning
feature selection, there is a sub-space that contains
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common features among all the tasks, and as a
result, this improves the efficiency of the classifier
[46, 47]. For this purpose, L,q-norm can be
employed for the feature selection, in which the
redundant features are removed. As a result, only
the common features among all tasks are selected
[48-50]. For this purpose, the general objective
function can be considered as (1):

1)

mmén Loss(W,X,Y) + 6|[W|l|,1

which includes two terms. The first term is the
smooth convex loss function, Loss(W,X,Y),
which can be the least square loss or logistic loss.
The second term is L,-norm, which is non-
smooth, and can be calculated based on (2):

d T 1/2
Wiy = Y | D (i i)?
i=1 \j=1
da
= > wil,
i=1

where T is the number of tasks, d is the number of
features, and W € R%*T is the weight matrix in
which each row relates to one feature, each
column relates to one task, and w' is the i-th row
of W. In addition, 6 is the regularization
parameter that can control sparsity.

)

4. Proposed Method

In the current work, we assume that there are T
speakers in its data set {X,,y,}'-,, where X; €
R"s*? js the feature matrix of the s-th speaker for
ns samples, and d is the number of features. Also
y, € R™*1 is its label, where y,(i) € {1,2, ..., k}
and k is the number of emotion classes (here
ys(i) is the i-th element of y;).The aim of the
current work is to obtain a sub-space for the
speaker-independent features, which relates to all
emotions.
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Figure 1. Feature selection and classifier training step.

Towards this aim, the proposed method considers
the multi-task objective function in which each
task is a speaker. In this case, the common
features among the emotions and speakers are

selected.
Figure 2. Testing step.

Predicted

Emotion Label

For this purpose, the objective function (3) is
employed:

T

.1 Z
2

s=1

where W € R%Tjs the weight matrix, and
w, € R™1is the weight vector of the s-th
speaker and a column of W. In addition, 6 is the
regularization parameter that can control the
sparsity of the weight matrix.

Figure 1 provides a block diagram of the proposed
method and its two steps. The feature selection
step separates the training data based on the
speakers, and each speaker is considered as a task.
After solving (3), W is obtained. Then the index
of features with non-zero values is selected and
stored. Also in the training phase, the multi-class
classifiers are directly employed by the selected
features or the binary classifiers are used in order
to perform the multi-class classifications. Since
this sub-space is the same for all the binary
classifiers, it is quite simple to combine them and
achieve a final label. In addition, it is obvious that
after feature selection, any classifier can be
applied. In the testing step, as shown in Figure 2,
the result of the feature selection phase extracts
the selected features from the test data. Then the
features obtained are given to the trained classifier

2
+0W 34
2
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model and the label of the test data is predicted.
The first and second terms in (3) are the smooth
and non-smooth, respectively. Since (3) contains a
non-smooth term, there is no closed-form
solution. Fortunately, several methods exist for
solving the function with the smooth and non-
smooth terms [51-53]. In the current work, we
employ the algorithm proposed in [53]. Also the
Microsoft website provides the online source
code:(http://research.microsoft.com/apps/pubs/?id=26
4770).

5. Experiments

In this section, we explain the datasets,
comparison methods, and experimental design.
Finally, the results obtained are analyzed for each
dataset.

5.1. Dataset

The first term of (3) is the least square regression,
and is individually performed for each speaker’s
data. Also for each speaker, the aim of the first
term of (3) is to predict the samples’ labels.

In this case, for each speaker s, if the i-th feature
is not appropriate and provides little useful
information about labels, then the i-th element of
wg approaches zero. On the other hand, the second
term of (3) is the regularization term, and
considers the weight matrix of all the speakers.
Thus as mentioned in Section 3, the common
features among the speakers can be selected.

The present study’s experiments employ the
Berlin [54] and Enterface [55] datasets, about
which Table 2 provides some brief information.
The Berlin dataset contains seven emotions:
happiness (HA), anger (AN), disgust (DI),
boredom (BO), sadness (SA), fear (FE), and
neutral (NE). The Enterface dataset consists of six
emotions: HA, AN, SA, Fe, DI, and surprise (SU).
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Table 2. Information datasets (S: speakers, F: Female, M:

Male)
Database Language Size #Classes #S #F #M  Type
Berlin German 535 7 10 5 5 Audio
Enterface English 1287 6 43 9 34  Video

This dataset includes the video data, from which
the voice is extracted and used. The current
experiments utilize all the emotion classes in both
datasets.

5.2. Comparison Methods

In the present work, we compare its method with
those of some other methods related to the
speaker-independent feature selection for speech
emotion recognition. For this purpose, the
following methods are used (and one can refer to
Section 2 for more details):

Forward Feature Selection (FFS): a baseline
feature selection method [9].

FFS+Binary Tree Structure (FFS+Tree):
generates a binary tree structure based on the three
dimensions of emotion, and then employs the FFS
method [34].

FFS+Binary Tree Structure (FFS+Tree):
generates a binary tree structure based on the three
dimensions of emotion, and then employs the FFS
method [34].

Mutual Information (MI): uses MI in order to
compute the correlations between the features and
labels [37].

Spearman: computes the correlations between
two groups of features, based upon which the
feature selection is then performed. Although
dimensionality reduction is carried out by Fisher
after the feature selection step in [38], for a fair
comparison, in the present work, we only perform
the feature selection step without the Fisher
dimension reduction.

S-N (Speaker-normalization): performs three
normalizations to select the speaker-independent
features [10].

MTFS: a multi-task-based method [12] that
separates the tasks based on singing, speech, and
gender. In addition, the datasets are also
considered as the tasks. However, in the current
study’s comparisons, the speaker-based tasks are
considered.

5.3. Experimental Design
- Speaker-Independent Experiment Design

The aim of this experiment is to examine how
many selected features are independent from the
speaker’s training data. For this reason, the

classifier training step is performed after the
feature selection step.

Feature Selection Step: In this step, one speaker
is considered for the test, and so the other
speakers are utilized for feature selection and the
classifier training steps.

Classifier Training Step: In this step, a classifier
is trained with the selected features, and so
different classifiers are considered. Some are
multi-class such as the Extreme Learning Machine
(ELM), K-nearest Neighbors (KNN), Decision
Tree, Logistic Regression, Linear Discriminant
Analysis, and Quadratic Discriminant classifiers.
Furthermore, a two-class SVM is employed with
two strategies: One-Against-One (OAO) and One-
Against-All (OAA).

After the feature selection and classifier training
steps, testing is performed with the speaker who
plays no role in these two steps. This experiment
is repeated by the number of speakers that
undergo testing, i.e. one speaker from each run
(the speaker who plays no role in either the
feature selection or the classifier training steps).

- Cross-Corpus-Independent Experiment Design

This experiment attempts to answer the following
question: how many selected features are
appropriate for the unseen corpus data? For this
reason, feature selection and classifier training
steps are performed with a corpus. The testing
step is then conducted with other corpus data.

5.4. Implementation Details
The OpenSMILE software [56] performs the

feature extraction. With the ‘emo_large’ config,
6,552 features are extracted from each voice file.

Table 3. Settings in the classifier training step.

Classification

methods Parameter settings

Kernel: Linear C parameter (Penalty term):16
values including {1075,107%, ...,3 X
1072,3 x 1073}

Extreme Learning Activation function: Sigmoid, 10 values are
Machine (ELM) considered for the number of neurons in the

[57] hidden layer including {10, 20, ..., 100}
Number of neighbors is considered in {2, 3,
..., k}, (k indicates the number of emotion
classes)

Support Vector
Machine (SVM)

K-nearest neighbors
(KNN)

Decision tree
Logistic Regression
(LR) Linear regression model
Linear Discriminant 11 values are considered for regularization
Analysis (LDA) parameter including {0, 0.1, ..., 1}
Quadratic
Discriminant
Analysis (QDA)

Number of father nodes = 10

11 values are considered for regularization
parameter including {0, 0.1, ..., 1}
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Also the following settings are considered for the
parameters in all experiments:

1) All the experiments utilize seven classifiers.
Table 3 provides the settings related to each
classifier, and the Matlab software performs
all the classifier implementations, except
for ELM, which employs an implemented
function.

2) For the parameter 0 in (3), 50 values are
considered in the range of [107 1012].

3) Different experiments are conducted so that
the comparison methods can select different
numbers of features, i.e. the number of
selected features in the different
experiments is equal to {100, 150, ... , 600}
and {100,200, ...,800} for the speaker-
independent and cross-corpus experiments,
respectively.

It should be noted that the classifier training step
is similarly performed for all the comparison and
proposed methods. In other words, for the
comparison methods and the proposed method,
the same different parameters are examined for
each classifier, and the best result is reported for
each one. Also all the implementations are run on
a PC with a Corei5 CPU and 8 GB RAM on the
Windows operating system and with the Matlab
software (version 2016b).

5.5. Speaker-independent Feature Selection
Result

Feature selection step: According to the feature
selection methods, there are two different ways to
achieve the number of selected features. The first
way provides the number of selected features to
the feature selection method, and the second way
obtains the number of selected features by
changing some of the parameters. Based on this
description, the proposed and the MTFS methods
follow the second way and change some
parameters in order to obtain the number of
selected features. In contrast, the other methods
are performed according to the first way. As a
result, for each number of features determined by
the first way described above, some of the
parameters in the proposed and the MTFS
methods change until the number of selected
features approaches that of the first way. This
process is performed for the purpose of a fair
comparison. Thus as described above, the present
work runs the second way of determining the
number of selected features, and
selects {100, 150, ..., 600} number of features.
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When the number of selected features rises, an
increase in efficiency is observed, and the
optimum number of features obtained is in the
500-600 range. As a result, with this second way
of feature selection, the current work considers a
number of selected features whose final
performance in the classification turns out to be
the best. The proposed and the MTFS methods
also consider a regularization parameter in which
the number of selected features achieved is in the
500-600 range. Tables 4 and 5 provide the results
obtained from the feature selection step.

Meanwhile, since there are 10 speakers in the
Berlin dataset, the experiments are repeated for 10
times. Also with 43 speakers in the Enterface
dataset, the experiments are repeated for 43 times.
In each run, one speaker is considered for the test,
and the rest are used for the training step. Tables 4
and 5 present the mean feature selection time and
the percentage of the similar selected features in
the different runs. As it can be seen, the feature
selection runtime in the proposed method is less
than that in the other methods. Also the
percentage of the commonly selected features
implies that the proposed method has selected the
same features in the all runs. Therefore, this
indicates that the selected features are speaker-
independent because in the case of one absent
speaker, the same set of features is selected.
Furthermore, the number of data in the Enterface
dataset is larger than that of the Berlin dataset, and
S0 more time is spent on the feature selection step.
Moreover, in Tables 4 and 5, the results of the S-
N method are close to those of the proposed
method, i.e. S-N may also select the speaker-
independent features as does the proposed
method. Among the methods compared, the S-N
method has the lowest runtime in the feature
selection, and yet, it is higher than that of the
proposed method. The other methods consume
more time for feature selection. In addition, the
low percentage of the commonly selected features
demonstrates that the same features are not
selected in different runs. Consequently, the
selected features may not be speaker-independent.
Classifier training step: This step employs seven
classifiers. Since the output of each classifier is
dependent on the classifier setting, the best result
is considered. Similar to the previous section, the
experiments for each classifier are repeated for 10
times because there are 10 speakers in the Berlin
dataset. In each run, one speaker is designated for
the test, with the remaining nine speakers
participating in the feature selection and classifier
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learning steps.

Table 4. Feature selection runtime and percentage of the
commonly selected features for the Berlin Dataset ('
indicates minutes and '’ indicates seconds). The results for
10 runs are reported.

Percentage of

Mean of common Number of
Method feature -
. . features in 10 features
selection time

runs

Proposed 307 99.64% 535
method

FFS 55 08.50% 600
FFS+Tree 25' 22.50% 600
MI 7 69.50% 600
Spearman 18’ 48.78% 600
S-N 245" 99.50% 600
MTFS 21" 53.00% 515

" *Since MTFS jointly performs feature selection and classifier training,
the reported time is related to the sum of the feature selection and
classifier training times.

Table 5. Feature selection runtime and percentage of
commonly selected features for the Enterface dataset ('
indicates minutes and '’ indicates seconds). The results for
43 runs are reported.

Percentage of

Mean of
Method feature common Number of
A features in 43 features
selection time
runs
Proposed Y
method 40 99.27% 550
FFS 65’ 10.50% 600
FFS+Tree 34 24.66% 600
MI 9 83.50% 600
Spearman 23' 61.00% 600
S-N 3 99.42% 600
MTFS 30" 59.33% 543

Table 6. SVM classifier results for the Berlin dataset (’
indicates minute and '’ indicates seconds). The results are
reported for 10 runs. (Std: Standard Deviation).

Mean of Number
Method Efficiency+Std  Efficiency+Std classifier of

(OAO) (OAA) learning selected

runtime features
Prmﬁzzd 72.5746.45 73.7646.45 45" 535
FFS 60.08+9.70 63.0949.23 55" 600
FFS+Tree 65.04+8.03 64.87+8.54 55" 600
Mi 67.95+08.0 67.54+7.89 55" 600
Spearman 68.43+6.50 69.4316.34 55" 600
S-N 65.54+7.02 66.19+7.39 55" 600
MTFS 61.59+7.98 67.91+8.09 21'* 515

Table 7. SVM classifier results for the Enterface dataset ('
indicates minute and "’ indicates seconds). The results are
reported for 43 runs. (Std: Standard Deviation).

Mean of  Number
Method Efficiency+Std  Efficiency+Std  classifier of

(OAO) (OAA) learning  selected

runtime  features
Proposed 74 36.,07.33 72.17+07.01 48" 550

method

FFS 58.90+11.68 61.35+£10.14 54" 600
FFS+Tree 60.43+08.12 63.87+£08.43 54" 600
Ml 67.54+08.48 69.00+08.19 54" 600
Spearman 65.09+09.12 67.98+09.31 54" 600
S-N 67.21+09.23 68.15+09.65 54" 600
MTFS 59.38+08.31 63.29+09.50 30" 543
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Finally, the mean result of 10 runs is reported. A
similar task is performed for the Enterface dataset
with its 43 repetitions.

Tables 6 and 7 illustrate the SVM classifier results

in both strategies. These results obtained
demonstrate  that the proposed  method
outperforms the other methods in the two

strategies. Moreover, in the proposed method, the
classifier training time, classification error, and
standard deviation of the results are almost all less
than those of the other methods.

In the Berlin dataset, the results of the Spearman
method in both strategies are also closer to those
of the proposed method.

However, feature selection is very time-
consuming in the Spearman method since the
majority of time is spent in calculating the partial
correlation coefficients. It is of note that the
MTFS method performs feature selection for
every pair of classes and the multi-class
classification by majority voting on the outputs of
the two-class SVMs. Therefore, the MTFS
method’s performance significantly decreases,
especially with the OAO strategy.

Tables 8 and 9 provide the results of the multi-
class classifiers in both datasets. According to
these tables, among all the classifiers, the
proposed method has the highest efficiency when
compared with the other methods. Among all the
classifiers, the performance of the S-N method is
close to that of the proposed method. Also both
the FFS and FFS+Tree methods perform at a
much lower level than does the proposed method.

Another experiment is conducted for selecting less
than 100 features. In this experiment, the number
of selected features in each comparison method is
accounted for in {10, 20, ..., 90}. Based on these
numbers, the number of selected features in the
proposed method is considered as it approaches
these numbers. As a result, the proposed method
and the other methods’ number of selected
features are almost the same. For this experiment,
the feature selection times are similar, as shown in
Tables 4 and 5. Since the SVM classifier proved
to have the highest efficiency in the previous
experiments, only the SVM classifier was tested
with the two strategies in this part: one-against-
one and one-against-all. Figures 3 and 4 present
the results obtained from the two datasets. In these
datasets, the proposed method in both strategies
shows the highest efficiency. The S-N method’s
performance comes close to that of the proposed
method, while the other methods show a lower
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efficiency than the proposed method. The
experiment’s results reveal that even when
selecting less than 100 features, the proposed
method chooses the speaker-independent and
emotion-related features. The feature selection
time of the proposed method is much less than
that of the other methods.

5.6. Cross-corpus Feature Selection Experiment
Results

This experiment considers one dataset for training
and another dataset for the test. Also, the SVM
classifier was utilized with both strategies since it

had the highest efficiency in the previous
experiments. For the comparison methods, the
feature selection is performed with different
numbers of features: {100, 200, ..., 800}. For this
reason, the experiment considers those parameters
of the proposed method that have the most similar
number of features selected. Then, the SVM
classifier in both strategies is trained. Figures 5
and 6 illustrate the results obtained. The proposed
method has the highest recognition rates in both
strategies, and also its performance slope rises
higher than that of the other methods.

Table 8. Results of classifiers for the Berlin dataset (" indicates minutes and '’ indicates seconds). The results are reported for 10

runs. (Std: Standard Deviation).

Classifier Method Efficsiency + cl\l/('lfszir}igfr Number of Classifier Efficiency + Mean of_ clas.sifier Nur;}ber
td | S features Std Learning time
earning time features
Proposed method 71.67+10.50 Iy 525 68.81+12.56 32" 578
FFS 59.98+15.98 1:20" 600 54.47+13.56 40" 600
ELM FFS+Tree 67.54+13.00 120" 600 KNN 57.12+£13.40 40" 600
MlI 68.45+08.51 110" 550 61.00+11.45 40" 600
Spearman 67.00+10.76 110" 600 65.54+13.00 40" 600
S-N 69.17+10.66 1:20" 600 65.10+13.65 40" 600
Proposed method 69.23+10.20 30" 560 71.31+9.78 40" 569
FFS 56.98+13.60 45" 600 55.00+12.8 45" 600
Decision FFS+Tree 59.90+12.40 45" 600 LR 61.00+11.4 45" 600
tree MI 65.30+10.90 32" 550 68.30+11.0 45" 600
Spearman 65.98+11.40 Iy 600 66.49+10.6 45" 600
S-N 67.10+09.43 1 600 69.50+10.0 45" 600
Proposed method 68.78+09.45 54" 533 69.87+11.0 49" 570
FFS 53.45+12.00 1 600 52.12+13.0 57" 600
FFS+Tree 55.00+12.56 58" 550 56.00+11.6 57" 600
LDA M 65.49:+10.00 I 600 QDA 64.00£11.0 57" 600
Spearman 62.87+10.40 58" 600 65.33+9.43 57" 600
S-N 64.89+10.67 1 600 68.94+11.4 57" 600

Table 9. Results of classifiers for the Enterface dataset (' indicates minutes and '’ indicates seconds). The results are reported for

43 runs. (Std: Standard Deviation).

- Mean of - - Number
Classifier Method Eff|C|eerlcy + classifier Nfu mber of Classifier EfflClecr;cy * Mfan Of. clas_5|f|er of
St learning time eatures St earning time features
Proposed method 71.12+10.09 1m5” 580 64.89+10.34 50”7 600
FFS 55.43+12.56 115" 600 51.11+14.10 50" 600
ELM FFS+Tree 65.29+11.00 115" 600 KNN 54.10+12.40 50" 600
Mi 66.76+06.45 115" 600 59.39£10.65 40" 550
Spearman 68.07+10.40 1 600 62.65+10.30 50" 600
S-N 68.23+09.54 115" 600 61.70+10.87 50" 600
Proposed Method 68.93+10.67 42" 530 70.02+08.12 45" 570
FFS 53.65+13.00 48" 600 58.51+12.85 49" 600
Decision FFS+Tree 58.09+12.40 48" 600 LR 61.81+11.90 49" 600
tree Ml 59.39+10.65 48" 600 64.03+10.01 49" 600
Spearman 65.76+10.40 45" 600 67.70+10.40 49" 600
S-N 64.02+11.65 48" 600 67.64+11.00 49" 600
Proposed method 70.98+08.01 1 560 69.50+09.50 56" 540
FFS 55.20+13.80 15" 600 57.45+13.50 123" 600
FFS+Tree 59.40+12.00 15" 600 60.34+11.90 123" 600
LDA MI 65.32+09.56 15" 600 QDA 67.00+10.65 1 550
Spearman 67.12+09.10 15" 600 66.54+10.30 Iy 600
S-N 68.56+12.00 15" 600 67.32+11.65 13" 600
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Figure 3. Selecting 10 to 90 features for Berlin dataset. a) SVM with the one-against-one strategy; b) SVM with the one-against-
all strategy. (Speaker-Normalization: S-N).
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Figure 4. Selecting 10 to 90 features for Enterface dataset. a) SVM with the one-against-one strategy; b) SVM with the one-

against-all strategy. (Speaker-Normalization: S-N).
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Figure 5. Selecting 100 to 800 features (Berlin dataset for training and Enterface dataset for testing). a) SVM with the one-

against-one strategy; b) SVM with the one-against-all strategy. (Speaker-Normalization: S-N).
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Figure 6. Selecting 100 to 800 features (Enterface dataset for training and Berlin dataset for testing). a) SVM with

the one-against-one strategy; b) SVM with the one-against-all strategy. (Speaker-Normalization: S-N).

6. Conclusions

The result of the current work and the previous
works [11, 12] indicate that the multi-task
approach is the most appropriate for feature
selection. However, since [11, 12] fall into the
category of the wrapper feature selection method,
they pose some drawbacks. For instance, these
previous works performed a multi-class problem
by combining the output of two-class SVMs.
Therefore, they considered all pairs of emotion
classes and, for each one, jointly performed
feature selection and SVM training.

Unfortunately, the selected features of different
pairs of classes may differ since the feature
selection is individually performed for each pair
of classes. Consequently, the multi-class classifier
cannot be used, and it is necessary to design a
complex combining method to fuse the output of
the binary classifiers. Furthermore, since the SVM
training time increases significantly by expanding
the input dimensionality, the time for feature
selection and SVM training in [11, 12] is very
long for the high dimensional problems (such as
for more than 6,500 features as examined in the
current work's experiments).

In comparison to [11, 12], the proposed method's
runtime is very low in both the feature selection
and classifier training steps because the feature
selection runtime is low and the classifier training
is performed by a smaller number of selected
features. Also the proposed method achieves one
set of speaker-independent features that are
common among all emotion classes. As a result,
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the multi-class classifier can be directly
employed.
Finally, the experimental results prove the

superiority of the proposed method over the other
methods, especially in the case of time and the
selection of appropriate speaker-independent
features.

Moreover, for future work, the current authors
shall attempt to answer the question: "How can
speaker-independent  features be  selected
according to their source?" Each feature is known
to have a special source. For example, some
feature sources are prosody or acoustic in speech
signal. As a result, in addition to considering
different speakers (multi-tasks), future research
works should take into account the sources of
features (multi-view). In this case, the groups of
same features are considered in which the features
in a group have the same effect in the
classification process [58].
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