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 Facial expressions are part of human language and are often used to 

convey emotions. Since humans are very different in their emotional 

representation through various media, the recognition of facial 

expression becomes a challenging problem in machine learning 

methods. Emotion and sentiment analysis also have become new trends 

in social media. Deep Convolutional Neural Network (DCNN) is one 

of the newest learning methods in recent years that model a human's 

brain. DCNN achieves better accuracy with big data such as images. In 

this paper an automatic facial expression recognition (AFER) method 

using the DCNN. In this work, a way is provided to overcome the 

overfitting problem in training the DCNN for AFER, and also an 

effective pre-processing phase is proposed that improved the accuracy 

of facial expression recognition (FER). Here the results for recognition 

of seven emotional states (neutral, happiness, sadness, surprise, anger, 

fear, disgust) have been presented by applying the proposed method on 

the two largely used public datasets JAFFE and CK+. The results show 

that in the proposed method, the accuracy of AFER is better than 

traditional FER methods and is about 98.59% and 96.89% for JAFFE 

and CK+ datasets, respectively. 
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1. Introduction 

Facial expression is an effective way of human 

communication. Facial expression recognition is 

the key technology for realizing human-computer 

interaction to make an emotional computing 

system. The facial expression has a broad 

application prospect in many research fields, such 

as virtual reality, video conference, customer 

satisfaction survey [1], Internet of Things (IoT). 

Facial expression recognition is the most 

important way of human emotional expression in 

daily emotional communication, just like the tone 

of voice [2]. For the two past decades, it has been 

a very important research field in computer vision 

and image recognition [3]. Nevertheless, facial 

expression recognition is still a challenging task 

[4, 5, 6]. The recognition of facial expressions is 

not an easy problem for machine learning 

methods since people can vary significantly in the 

way they show their expressions. Even images of 

the same person in the same facial expression may 

vary in brightness, background, and pose, and 

these variations are emphasized if considering 

different subjects [5]. 

Artificial neural network (ANN) technology has 

been shown to have advantages over traditional 

methods in pattern recognition, regression, and 

categorization [7, 8]. In recent years, Deep 

Convolutional Neural Network (DCNN) has 

attracted increasing attention in machine learning 

and artificial intelligence, and many types of 

DCNN related algorithms have been successfully 

applied to image recognition tasks [9, 10]. 

DCNN’s computation intensive tasks can run on 

GPU which result in high performance at very low 

power consumption [11]. They have also yielded 

high performance for some challenges such as the 

CNN-based model proposed by Kim et al. [12]. 

CNN is extensively used for facial feature 

extraction for determining age [13], gender [14], 

etc. 
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In this paper, we propose a method for automatic 

FER using a deep convolutional neural network. 

The main contributions of the paper include the 

following items:  

 Proposing an effective pre-processing phase 

improved the accuracy of FER. 

 Providing a way to overcome the overfitting 

problem in training the deep convolutional 

neural network for FER. 

 A deep convolutional neural network is 

created to extract effective features from 

training set images. 

The rest of the paper is organized as follows: 

Section 2 gives a background on existing works 

done by researchers on FER. Section 3 presents 

the proposed method. The experimental results are 

presented in Section 4. Finally, Section 5 

concludes the paper. 

 

2. Related Works 

Several methods have been reported that 

automatically recognize facial expressions. Some 

recent approaches for FER have focused on 

uncontrolled situations, such as the not frontal 

face, images partially overlapped, spontaneous 

expressions, etc [5]. It is still a challenging 

problem [15, 16]. Lucey et al. [17] manually 

labeled 68 facial points in keyframes and used a 

gradient descent Active Appearance Model to fit 

these points in the remaining frames. Liu et al. 

[16] proposed a novel approach called Boosted 

Deep Belief Network (BDBN). BDBN is 

composed of a set of classifiers, named by the 

authors as weak classifiers. Each weak classifier is 

responsible for classifying one expression. 

To obtain a better representation of facial 

expressions several deep learning techniques that 

work on data representations such as DCNNs 

have been developed [18]. DCNN uses several 

layers leading to accurate feature learning. Nwosu 

et al. [18] used a system based on deep 

convolutional neural network by using facial 

parts. Their proposed method uses a two-channel 

convolutional neural network in which Facial 

Parts are used as input to the first convolutional 

layer, the extracted eyes are used as input to the 

first channel while the mouth is the input into the 

second channel. Burkert et al. [19] also proposed a 

method based on convolutional neural networks. 

The authors claim that their method is 

independent of any handcrafted feature extraction. 

Liu et al. [20] proposed an Action Unit (AU) that 

inspired deep networks to explore a psychological 

theory that expressions can be decomposed into 

multiple facial expression action units. Softmax 

Regression-based Deep Sparse Autoencoder 

Network (SRDSAN) was proposed by Chen et al. 

[3] to recognize facial emotion in human-robot 

interaction. Jain et al. [21] proposed a model 

based on single DCNNs, which contain 

convolution layers and deep residual blocks. The 

convolutional neural networks used in [22], has a 

conceptual similarity to the one used to build the 

FACS model. The input is decomposed into 

features and each deeper layer has a more 

complex representation which builds upon the 

previous layer. The final feature representations 

are then used for classification. Dennis H. et al. 

[23] in their work, applied a face image to two 

channels of CNN, the information from the two 

networks was combined to generate a 94.4% 

recognition accuracy. 

The proposed method is compared to some of the 

CNN-based methods [3, 18, 21, 22, 23] that their 

results are available and achieved better accuracy. 

 

3. Proposed Method 

In this paper, an automatic facial expression 

recognition method using DCNN is proposed. 

DCNNs are powerful models, which are capable 

to capture effective information, especially for 

images. The proposed method is consisting of 

three main steps: 1) Pre-processing, 2) Training, 

and 3) Prediction. These steps for recognizing 

facial expressions using the proposed method are 

shown in Figure 1 and are described in Algorithm 

1. 

 

Algorithm 1 

1. Pre-processing: 

 Face detection using the Viola-Jones 

standard method and rescaling the face 

image to 140×140 pixels. 

 Finding the center of face image using 

Canny edge detection and extracting 

ROI image. 

 Adding the average intensity of ROI 

image to it for normalization. 

2. Training: 

 The proposed DCNN is trained using 

70% of normalized ROI dataset images 

that are rotated to ±45 and ±75 degrees. 

3. Prediction: 

 The facial emotion of the input image is 

extracted using pre-trained DCNN.  
 

3.1. Pre-processing 

One of the most challenging problems in machine 

learning is the overfitting problem that occurs 

when using small datasets [24]. Most facial 

expression datasets are small in size. To overcome 
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the overfitting problem, for each image in the 

dataset, four rotated images are created by turning 

each image to 45 and 75 degrees clockwise and 

counterclockwise (±45, ±75). Therefore, the 

number of dataset images increases by 5 times (4 

rotated images and original ones). 
Emotion recognition 

 
Training deep convolutional neural network 

    
Creating rotated images 

 
ROI 

121×111 

 
Viola-Jones face detection 

140×140 

 
Input image 

256×256 

Figure 1. Structure of the proposed method 
 

As presented in Algorithm 1, in the pre-processing 

step face detection is performed using the Viola-

Jones method as a standard method for face and 

facial region detection/extraction to extract the 

face area [25]. Then this face area is rescaled to a 

140×140 pixel image. After that, to achieve an 

effective face area, canny edge detection is 

performed on it. The average rows and columns of 

detected edge pixels are found and are called 

AvgRow and AvgCol respectively as the center of 

the face area image. Then the effective face area is 

found by selecting pixels from AvgRow-60 to 

AvgRow+60 in rows and from AvgCol-50 to 

AvgCol+50 in columns of the input image and is 

named Region of Instance (ROI). Therefore, in 

this step, we have a smaller image with 121×111 

pixels. Having smaller input images will speed up 

learning. After that, the average intensity of ROI 

is added to the image for normalization. Then four 

rotated versions of the normalized ROI image are 

created by turning it for ±45 and ±75 degrees.  

 

3.2. Training 

DCNN of the proposed method is consists of 3 

layers, 2 convolutional layers, and one fully 

connected layer. Each convolutional layer is 

followed by a ReLU layer, a max-pooling layer, 

and a normalization layer. The fully connected 

layer presents the 7-way class predictor which 

relates to 7 different facial expressions. Training 

DCNN of the proposed method is done using 70% 

of dataset images. The input layer of DCNN is the 

same size as ROI image 121×111 pixels. The 

optimization of the proposed network is carried 

out using the stochastic gradient descent method 

(sgdm). The training starts with a 0.1 learning rate 

and then it is decreased by a factor of 10 

whenever there is no improvement in the 

validation set accuracy result. The architecture of 

the proposed deep convolutional neural network is 

described in Table 1. 

Table1. Architecture of proposed deep convolutional 

neural network 

Type   Filter size/ 

Stride 

Filter number 

Input layer 256×256  

Conv1 7×7/2 96 

crossChannelNormalization1 4×4  

Maxpool1  3×3/2  

Conv2 5×5/2 256 

crossChannelNormalization2 4×4  

Maxpool2   3×3/2  

FC 7  

 

3.3. Prediction 

ROI of the test image is extracted using the Viola-

Jones object detection method and then the 

extracted ROI image is created using the 

preprocessing step and then it is fed to the pre-

trained DCNN to predict its expression. 

 

4. Experimental Results 

The proposed method implements on a 2.60GHz 

Intel Core i7-4510U CPU, 16GB RAM, and 

developed on MATLAB 2017 software. The 

performance of the proposed method is evaluated 

using the classification accuracy experiments 

performed on the JAFFE and the CK+ datasets. 

Figure 2 presented the prediction accuracy of the 

proposed method for training validation on the 

CK+ and Figure 3 presented prediction accuracy 

on the JAFFE dataset. These charts clearly show 

the smooth performance of the proposed method. 
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Figure 2. Loss and Prediction Accuracy of the proposed 

method for training on the CK+ dataset 

 
Figure 3. Loss and Prediction Accuracy of the 

proposed method for training on the JAFFE dataset 

 

4.1. Datasets 

To train a deep convolutional neural network, a 

huge amount of labeled data is required to handle 

the curse of dimensionality [26]. Several facial 

expression datasets are publicly available such as 

Japanese Female Facial Expression (JAFFE) [27] 

datasets and Cohn-Kanade (CK+) [17] and were 

used in this paper. 

 

4.1.1. JAFFE Dataset 

The Japanese Female Facial Expression (JAFFE) 

dataset contains 213 facial expression images of 

female facial expressions corresponding to 10 

distinct subjects. Each image is stored at a 

resolution of 256 × 256 pixels and 8-bit gray 

level. Each subject in the dataset is represented 

with 7 categories of expression (neutral, 

happiness, sadness, fear, anger, disgust, and 

surprise), and each subject has 2–4 images per 

expression.  

The network is trained for classification using the 

training subset of 70% while the testing subset of 

30% is used to test the probability that a given 

facial image belongs to a particular facial 

expression class. The average recognition 

accuracy is used to evaluate the performance of 

the network. Table 2 shows the recognition 

accuracy of the proposed method using the 

training weights obtained with the best accuracy. 

The recognition accuracy achieved using this 

method is 98.59%. Table 3 shows the confusion 

matrix of the recognition accuracy for seven facial 

expressions on the JAFFE dataset. The proposed 

method gives a high recognition accuracy of 

100% for the surprise, disgust, neutral and fear 

while Anger, happy and sad had a lower accuracy 

of 96.77%. 

 

4.1.2. CK+ Dataset 

The CK+ expression dataset is used as the other 

experimental samples, which includes more than 

100 performers from different regions, with 

different colors, ages, and genders, and contains 

expression image sequences starting from the 

neutral emotional state and finishing at the 

expression apex [3]. The neutral emotional state 

images and the 1-3 last images from each 

sequence are selected as samples. An example 

sequence of happy expression is shown in Figure 

4. Here we use 902 images that increased to 4510 

images (by turning them to ±15 and ±30 degrees) 

70% of that is selected randomly for training and 

30% remains of that for testing. The contempt 

expression in the dataset was not used in the 

experiment. Table 4 shows the confusion matrix 

of the recognition accuracy for seven facial 

expressions on the CK+ dataset. (e.g. University 

of Shahrood, shahrood, Iran). 

Email address is compulsory for the 

corresponding author. 
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Figure 4. An example sequence images of happy 

expression from the CK+ dataset.  The first image has a 

neutral expression and the 15th image has a happy 

expression at its peak intensity. 
 

According to Table 2, the CK+ dataset achieved 

recognition accuracy of 96.89%. This result is 

lower than that achieved using JAFFE. These 

results in several angry, happy, neutral, and 

surprise expressions being confused with sad 

expressions but the fear, disgust, and sad 

expressions have 100% accuracy. 
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Table 2. Comparison of recognition accuracy between 

the proposed method and some other CNN-based method. 
Method Accuracy JAFFE Accuracy CK+ 

Chen et al. [3] (2018)      89.12% 89.03% 

Nwosu et al. [18] (2017) 97.71% 95.72% 

Jain et al. [21] (2019) 95.23% 93.24% 

Santiago et al. [22] (2016)      95.60% -- 

Hamester et al. [23] (2015) 94.40% -- 

Proposed method 98.59% 96.89% 

Simple Trained DCNN 86.85% 89.30% 

 

The proposed method by using the rotation of 

images in the training phase learning features 

using DCNN results in 98.59% and 96.89% 

recognition accuracy for JAFFE and CK+ datasets 

respectively. According to Table 2, the proposed 

method gains higher results in comparison with 

some other CNN-based methods [3, 18, 21, 22, 

23] that were mentioned in Section 2 and there are 

reports of the accuracy of these methods on 

JAFFE and CK+ datasets.  

In Addition, in this work a pre-processing step is 

proposed that has a positive effect on extracting 

the effective features of the input image for 

training DCNN. To present the effect of the pre-

processing step, a DCNN with the same 

architecture of proposed DCNN is trained on the 

JAFFE dataset and also CK+ dataset without pre-

processing phase and we called it Simple Trained 

DCNN. The accuracy of Simple Trained DCNN 

results is 86.85% for JAFFE and 89.30% for the 

CK+ dataset.  

Table 3(a) and 4(a) show the normalized 

confusion matrix of the simple trained DCNN 

method on the JAFFE and CK+ dataset 

respectively. Tables 3(b) and 4(b) are about the 

normalized confusion matrix of the proposed 

method on the JAFFE and CK+ dataset 

respectively. According to these confusion 

matrices, we can see that the proposed method by 

using the pre-processing phase can learn useful 

features. 

As shown in Table 5, the training time and test 

time of the proposed method are higher than the 

Simple Trained DCNN method, which is due to 

an increase in the number of training images in 

the pre-processing phase of the proposed method.

 

Table 3. Normalized confusion matrix of (a) Simple Trained DCNN and (b) Proposed Method on JAFFE dataset. (ANgry, 
DIsgust, FEar, HAppy, NEutral, SAd, SUrprise). 

 AN. DI. FE. HA. NE. SA. SU.  AN. DI. FE. HA. NE. SA. SU. 

AN. 76.67 10 0 0 0 13.33 0 AN. 96.77 0 0 0 0 0 0 

DI. 10.34 82.76 0 0 0 6.9 0 DI. 3.33 100 0 0 0 0 0 

FE. 3.13 0 93.75 0 0 3.13 0 FE. 0 0 100 0 0 0 0 

HA. 0 0 0 83.87 9.68 6.45  0 HA. 0 0 0 96.77 0 3.22 0 

NE. 0 0 0 0 86.67 13.33 0 NE. 0 0 0 0 100 0 0 

SA. 0 0 0 0 0 100 0 SA. 0 3.22 0 0 0 96.77 0 

SU. 0 0 6.67 3.33 3.33 3.33 83.33 SU. 0 0 0 0 0 0 100 

(a)                                                                                                  (b) 

Table 4. Normalized confusion matrix of (a) Simple Trained DCNN and (b) Proposed Method on CK+ dataset. (ANgry, 
DIsgust, FEar, HAppy, NEutral, SAd, SUrprise). 

 AN. DI. FE. HA. NE. SA. SU.  AN. DI. FE. HA. NE.     SA. SU. 

AN. 50 7.14 0 0 35.71 7.14 0 AN. 72.73 0 0 0 27.27 0 0 

DI. 0 72.22 0 0 27.78 0 0 DI. 0 100 0 0 0 0 0 

FE. 0 0 14.29 0 71.43 0 0 FE. 0 0 100 0 0 0 0 

HA. 4.76 0 0 85.71 9.52 0 0 HA. 0 0 0 94.12 5.887 0 0 

NE. 0 0 0 0 100 0 0 NE. 0 0 0 0 100 0 0 

SA. 12.5 0 0 0 37.5 50 0 SA. 0 0 0 0 28.57 71.43 0 

SU. 0 0 0 0 16 0 84 SU. 0 0 0 0 4.76 3.33 95.24 

(a)                                                                                                 (b

Table 5. Training time and test time of the proposed method in comparison with Simple Trained DCNN. 

Dataset 

and 

method 

CK+ JAFFE 

Proposed 

method 

Simple 

trained 
DCNN 

Proposed 

method 

Simple 

trained 
DCNN 

Training 

time(sec) 

1502793.99 375790.21 336761.11 132395.31 

Test 

time(sec) 

125.322370 37.975661 74.995641 23.842621 
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5. Conclusion 

In this paper, an effective method for automatic 

recognition of facial expression using a deep 

convolutional neural network was proposed to 

address the problems of learning efficiency, where 

the Viola-Jones object detection method is used to 

extract the ROI images. Then in the training 

phase, to overcome the overfitting problem the 

number of images in datasets increased by five 

times by rotating them for ±15 and ±30 degrees. 

The facial features are extracted using the deep 

convolutional neural network. According to the 

results of the experiment on JAFFE and CK+ 

datasets, it can be concluded that in the proposed 

method the features can be learned more 

efficiently than the Simple Trained DCNN and the 

methods shown in Table 2. 
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 روش خودکار تشخیص حالت چهره با استفاده از شبکه عصبی کانولوشنی عمیق

 

 *سیده حمیده عرفانی

 مهندسی کامپیوتر، دانشکده فنی و مهندسی، دانشگاه دامغان، دامغان، ایرانگروه 

 42/00/4141 پذیرش؛ 40/10/4141 بازنگری؛ 40/10/4102 ارسال

 چکیده:

های گردد. از آنجایی که انسان احساسات خوود را از رریور رسوانهحالت چهره بخشی از زبان انسان است و اغلب از آن برای انتقال احساسات استفاده می

ن بوه های یادگیری ماشین تبدیل شده است. تحلیل احساسات همچنویکند، تشخیص حالت چهره به یک مسئله چالش برانگیز در روشمختلفی ابراز می

های های یادگیری در سوالیکی از جدیدترین روش (DCNN)های کانولوشنی عمیر های اجتماعی تبدیل گردیده است. شبکهیک شاخه جدید در رسانه

در ایون مقالوه یوک  یابود.هایی همچون تصویر به دقت بالاتری دسوت میدادهدر رابطه با کلان DCNNاخیر است که از مغز انسان الگوبرداری می نماید. 

در آمووزش  overfittingپیشنهاد شده است. در این کار راهی برای غلبه بر مشوکل  DCNNبا استفاده از  (AFER) روش تشخیص حالت چهره خودکار

DCNN رموورد دهود. در ایون کوار دپردازشی پیشنهاد شده است که دقوت تشوخیص حالوت چهوره را افوزایش میارائه گردیده و همچنین مرحله پیش

و  با اعموال  +CKو  JAFFEداده عمومی و معروف تشخیص هفت حالت عارفی )ختثی، شادی، غم، تعجب، عصبانیت، ترس و انزجار( بر روی دو پایگاه

های سنتی تشوخیص حالوت چهوره دهد که روش پیشنهادی نسبت به سایر روشنتایج این بررسی نشان می روش پیشنهادی بررسی انجام گردیده است.

 باشد.می +CKو  JAFFEهای دادهبه ازای پایگاه %02/29و  %92/20از دقت بالاتری برخوردار بوده و این دقت به ترتیب حدود 

 .یادگیری عمیر، محاسبات عارفی ،های عصبی کانولوشنی، تجزیه و تحلیل احساسات چهرهحالت چهره، شبکه خودکار  تشخیص :کلمات کلیدی

 


