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 Image retrieval is a basic task in many content-based image systems. 

Achieving a high precision, while maintaining the computation time, is 

very important in relevance feedback-based image retrieval systems. 

This paper establishes an analogy between this and the task of image 

classification. Therefore, in the image retrieval problem, we will obtain 

an optimized decision surface that separates the dataset images into 

two categories of relevant/irrelevant images corresponding to the query 

image. This problem is viewed and solved as an optimization problem 

using the particle optimization algorithm. Although the particle swarm 

optimization (PSO) algorithm is widely used in the field of image 

retrieval, no one uses it for a direct feature weighting. The information 

extracted from the user feedbacks will guide particles in order to find 

the optimal weights of various features of images (color-, shape- or 

texture-based features). Fusion of these very non-homogenous features 

require a feature weighting algorithm that will take place by the help of 

the PSO algorithm. Accordingly, an innovative fitness function is 

proposed to evaluate each particle’s position. The experimental results 

on the Wang dataset and Corel-10k indicate that the average precision 

of the proposed method is higher than the other semi-automatic and 

automatic approaches. Moreover, the proposed method suggests a 

reduction in the computational complexity in comparison with the 

other PSO-based image retrieval methods. 
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1. Introduction 

In a content-based image retrieval (CBIR) system, 

digital images are searched and retrieved from a 

massive dataset. Today, this approach has found 

its application in search engines [1], web-based 

image retrieval systems [2, 3], medical imaging 

recovery [4, 5], creation of an image ontology [6, 

7],  and so on. 

The image retrieval methods can be divided into 

three general categories of metadata-based image 

retrieval, automatic CBIR, and semi-automatic 

image retrieval using relevance feedback (RF). 

In the metadata-based image retrieval methods [8, 

9], tags, keywords or text descriptions are used in 

order to retrieve text-based images [9]. 

Combination of topic-related features, derived 

from the latent Dirichlet allocation model, and 

spatial features, computed by a spatial location 

model, [8] can be mentioned as another kind of 

features used in this perspective. Although these 

methods are highly accurate in special-purpose 

applications with accurate labeled datasets, they 

cannot be used in public applications due to the 

timing of the labeling task. 

Completely automatic CBIR methods (e.g. [10-

12]) use machine learning approaches to retrieve 

the related images. This approach retrieves images 

with the help of image classification. In [11, 13], 

some neural network-based architectures are 

proposed for content-based image retrieval. 

Mohammed and Abdelhalim [11]  have used an 

optimized pulse-coupled neural network  to 

extract the visual features of the image, and have 
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applied the K-nearest neighbors algorithm for 

classification and matching. In [13], wavelet 

packets and Eigen values of Gabor filters have 

been used as efficient features in this regard. A 

bag-of-visual-words (BoVW) model has been 

addressed in  [14]. This method uses the visual 

words integration of the local intensity order 

pattern (LIOP) feature and the local binary pattern 

variance (LBPV) feature in order to reduce the 

issue of the semantic gap and enhance the 

performance of CBIR. Priyanka [15] has proposed 

a convolutional neural network (CNN)-based 

architecture for image retrieval. He has proposed a 

micro-structure pattern extraction technique in 

order to isolate the object from the background in 

an image. Thereafter, the similarity-based 

approach based on distance metrics is used for 

feature mapping. It has a good result on automatic 

CBIR.  Rao et al. [16] have used three features 

called dynamic dominant color (DDC), motif co-

occurrence matrix (MCM), and difference 

between pixels of scan pattern (DBPSP) to 

retrieve the images. Automatic image retrieval 

efforts have relatively ignored the two distinct 

characteristics of the CBIR systems: 1) The gap 

between high level concepts and low-level 

features; 2) Subjectivity of human perception of 

visual content [17]. Due to scrimmaging with 

semantic and meaning of images, the accuracy of 

these completely automatic methods is 

overshadowed. 

Among these two approaches, semi-automatic 

relevance feedback-based methods[6, 18]  are 

some iterative methods using the user feedback in 

each run to improve the retrieval procedure. The 

support vector machines (SVMs) have been used 

in [19, 20] for semi-automatic image retrieval. 

Cai-Hong et al. [21] have used a combination of 

SVM and the particle swarm optimization  (PSO) 

algorithm for this task. SVM has been used to 

classify the dataset images into some categories in 

the first run. The feedbacks received from the user 

and PSO make some corrections on the original 

SVM-based decision surfaces. The PSO algorithm 

has been used for retrieving relevant images in 

[22]. At the first run of the retrieval system, 

distance of dataset images and query image is 

computed. Using this criterion, the PSO 

initialization takes place. Receiving the user 

feedbacks in each run, the weights of various 

features change using just the information from 

the relevant/irrelevant images and separately from 

the PSO parameters. Finally, the PSO parameters 

will be updated, and a feature re-weighting phase 

takes place, according to which, new relevant 

images will be shown to the user. Image 

representation for CBIR is in [23], which is based 

on complementary visual words. In this paper, 

integration of speeded up robust features (SURF) 

and co-occurrence histograms of oriented 

gradients (CoHOG) have been used as the local 

and feature descriptor, respectively. 

 Other metaheuristic algorithms [24], genetic 

algorithm [25, 26], reinforcement learning [27], 

and deep learning [28, 29] are some other 

approaches used in this regard to illustrate how to 

use the user feedback to retrieve relevant images. 

This approach represents a retrieval framework 

that exploits a hybrid feature space that is built by 

integrating the low-level image features and high-

level semantic terms through rounds of RF and 

performs similarity-based retrieval to support 

semi-automatic image interpretation [30]. This 

will cause a final accurate result for critical tasks, 

for example in medical image retrieval, and bone 

tumor radiograph [30]. Reduction in the semantic 

gap, attaining more accuracy, reduction in 

computation complexity, and hence in the 

execution time, are some other advantages of this 

methodology [28]. 

The learning-based and relevance feedback-based 

image retrieval methods use information about the 

content of image, not the information in the tags 

and captions describing the image, to find the 

related images. The features used in this regard 

are divided into three general categories: color-, 

shape- and texture-related features [31]. The 

features associated with the color of the image 

generally include the histogram of different color 

channels of a color model, e.g. RGB model. The 

features associated with the shape of the image are 

generally obtained by the first, second or third 

moment of the image or by the edge detection 

methods. The texture-based features are generally 

divided into four categories [32] of statistical-

based, transform based, model-based, and 

structural-driven transfers. In [32] , the authors 

have provided a comparison among all of these 

methods and their uses in other research works. 

Generally, the metadata-based and automatic 

image retrieval approaches are very precise. 

However, in addition to data images, they require 

additional information about images (such as text 

labels or image classification information). 

Providing this information will cause the data 

production process to be a very time-consuming 

task. In addition, the metadata-based approach is 

just applicable to images with text labels. The RF-

based image retrieval approach is a general 

approach that can be applied to a set of images 

without any further information about them. In 

this approach, the lack of quantitative data (tags or 
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categories) will be compensated by using the 

user's feedback, which also covers the different 

and time-varying users’ need. Bridging between 

the user and the retrieval system, this approach 

leads to a much improved retrieval performance 

by updating a query and similarity measures 

according to the user’s preference. 

In this paper, we will address the issue of RF-

based image retrieval. The novelty of this work is 

to use the PSO algorithm for computation of 

suitable feature weights (degree of importance of 

each feature). In other words, using the PSO 

algorithm, we will look for a suitable 

relevant/irrelevant separator decision hyper plane 

as the scenario occurs in the classification 

problem. This will cause a direct PSO-based 

feature weighting and retrieval, which will 

decrease the computational complexity of image 

retrieval in comparison with other PSO-based 

CBIR (e.g. [22] ), while preserving the precision. 

Accordingly, we propose a new fitness function 

for particles. This causes our method to have a 

higher precision than the other semi-automatic 

CBIR approaches on the Wang dataset [33]. The 

automatic CBIR methods (that have additional 

information related to image categorization) use 

the image classification paradigm. In other words, 

in those methods, the issue of image retrieval is 

changed to a multi-class classification problem. 

However, in the RF-based approach, we are 

deprived of image categorization information. In 

fact, each user's feedback will provide information 

about the binary related/unrelated classes in the 

subset of dataset images shown to the user. 

Some other research works (e.g. [22] ) have used 

PSO for feature re-weighting after a 

computationally complex phase for manually 

weighting features after each user feedback. 

Although the proposed method has a less 

computational complexity than the method in [22, 

24], the results of testing this method on the Wang 

dataset [33] indicate the comparative precision of 

this method versus these methods on this dataset. 

In more detail, the proposed algorithm is more 

accurate than [24] in retrieving images of all 

categories of this dataset. Moreover, except in one 

category, it is more accurate or has the same 

precision as [22] . This indicates the usefulness of 

the proposed method in the semi-automatic 

content-based image retrieval based on the user 

feedback. A detailed description of the 

background idea and implementation of the 

proposed approach is given in Section 3. 

The remainder of this paper is structured as what 

follows. Section 2 introduces the basic concepts 

used in this paper. Section 3 presents the proposed 

procedure of image retrieval. In this section, we 

will introduce the features and fitness functions 

used. In Section 4, an example of recovered 

images is provided, followed by evaluation of the 

proposed method in comparison with some 

analogous methods and some automatic image 

retrieval methods. Finally, we conclude the paper.  

 

2. Particle Swarm Optimization 

The swarm intelligence-based techniques [34-36] 

use divide and conquer methodology to overcome 

the complexity of solving large and difficult 

problems. PSO, originated from the analysis of 

the behavior of birds catching food [37], is a 

stochastic local-search optimization technique. In 

this method, a population of individuals (swarms) 

search for an optimal solution in the work-space 

of problem. Image retrieval [21], structural design 

optimization of vehicle components [38], and 

multi-objective optimization of vehicle 

crashworthiness [39] are some of the extensive 

applications of the PSO algorithm. 

In this algorithm, two key concepts, i.e. position 

and velocity, are used. The concept of position 

corresponds to the characteristics of each solution. 

On the other hand, the rate of change of the 

current position of a particle to find the successor 

position is recognized by the velocity. At 

initialization, the position and velocity of each 

particle are set randomly. Movements of particles 

and actually exploration of state-space by particles 

take place in the form of some mathematical 

formulas represented in Equations 1 and 2. In 

these formulas, the next position of a particle is 

calculated by a combination of the best position 

they have experienced so far and the global best 

position experienced by the entire population. 

))(21)1( ())(()( tiiXiiVti XgrtprtV     (1) 

)1()()1(  ttX iViXti  (2) 

where   ( ) and   ( ) represent the velocity and 

position of the  th particle in the  th iteration, 

respectively,   is the inertial factor that is reduced 

from one to zero as training continues,   and    

are the cognitive learning rate and the social 

learning rate, respectively,    and   represent the 

particle’s best position and globally best position, 

respectively, and   is a random number generated 

in each iteration. The velocity update (Equation 1) 

depends on three different terms: inertia term, 

cognitive term, and social term. The inertia term is 

related to the tendency to maintain the previous 

velocity. The cognitive term determines the 

relative influence of memory of individuals in 

maintaining their best experience. The social term 

corresponds to the tendency to use the best 
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experience of the population. The value of each 

component of velocity vector   can be clamped to 

the range of             to reduce the likelihood 

of the particles leaving the search space. The 

overall procedure of the PSO technique is 

illustrated in algorithm 1. 
 

Algorithm 1- Particle Swarm Optimization 

Algorithm: 

Output: best solution obtained in a search space 

For each particle   
   and    are randomly initialized  

   originally sets to    

     (  ), fitness of  th particle with 

position    is calculated 

  =            
           

    

For each time step   

For each particle   
Update particle’s velocity: 

Generate random value r 

Compute    using equation 1. 

Update particle’s position according to 

equation 2. 

Evaluate fitness of this position as   (  ) 

Update particle’s best position if 

necessary 

Update globally best position if necessary. 

 

2.1. PSO in Image Retrieval 

In order to better understand the common use of 

the PSO algorithm in image retrieval as well as a 

better comparison of the proposed method with 

previous ones, we will explain one of the PSO-

based retrieval procedures addressed in [20] in 

this section. The whole procedure is schematically 

expressed in Figure 1.  

According to Figure 1, after receiving a query 

image, the retrieval system computes its distance 

with all dataset images (according to some 

features) and shows the closest images to the user 

to get his/her RF. The distance metric is a 

weighted some of distances of each feature sets, 

addressed in (3). 
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where      is a function of how distant two 

images are from each other. It is computed as the 

sum of the weighted mean squared error of 

features of the two images as (4).   is the number 

of total features of the feature category and      is 

the weight of importance of feature set   in the 

 th iteration. This weight is uniform in the first 

iteration, and will be updated after each RF as (5). 

Figure 1. A flowchart of the retrieval procedure in [20]. 

In each run, after receiving an RF, the shown 

images are categorized into two distinct classes of 

relevant and irrelevant images. According to these 

classes, the weight of importance of each feature 

is computed as (5). 
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where     
  is the number of irrelevant images at 

the  th iteration, while      
   

 is the number of 

images in the set of irrelevant images that have 

the feature f within the range associated to the 

corresponding feature in the set of relevant 

images, and     
   

 is the standard deviation of the 

 th feature in the set of relevant images at the  th 

iteration. Thereafter, the PSO algorithm will be 

used more and more to retrieve the images that are 

close to relevant images and far from irrelevant 

ones according to fitness function (7).  
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where the particles correspond to some images of 

dataset, and the fitness function produces lower 

values when the particle is close to the relevant 

set.     
  (    

 ) is the number of relevant 

(irrelevant) images at the  th iteration, and    
  

(    
 ) are the images of the relevant (irrelevant) 

set. 

Thereafter, the 16 best particles (evaluated with 

fitness function 7) are shown to the user to receive 

his/her RF. The operators of this image retrieval 

procedure are very costly. In the next section, we 

will propose a PSO-based retrieval system with 

more simple operators (more simple fitness 

function that computes the weight of features and 

removes costly computation of feature weights as 

(5, 6) as well as finding the related images with 

this fitness function without the need for a further 

search to retrieve them with (7)). 

 

3. Proposed Method  

The problem of image retrieval can be considered 

as a sort of image classification problem. In this 

case, we want to categorize the images of a 

dataset into two related/unrelated categories 

(according to the input query image). Of course, 

lack of training samples leads to a major 

difference between these two categories, and it is 

the main problem in image retrieval. In image 

classification, we are looking for a separator 

decision hyperplane that separates the input into 

some categories. The equation of this hyperplane 

can ultimately be considered as the degree of 

importance of each one of the n different features 

of this (n + 1)-dimensional solution space. 

Moreover, some problems do not have a linearly 

separable solution (something that is highly 

probable in the classification in high-dimensional 

spaces, e.g. images). The assuming images of a 

specified category are located in a convex hull; 

several decision surfaces, instead of one, is 

required to distinguish between the two classes. 

In the image retrieval problem, we will look for a 

weight vector that converts the difference of 

image properties to weighted overall difference 

between the relevant/irrelevant images and the 

query image. Hence, the problem becomes as the 

issue of finding a decision plane in classification 

problem. Of course, there are two problems: the 

non-linearly separable classes and the lack of 

training samples. In fact, the feedback received 

from the user plays the role of supervisor 

providing a small training data. Using this data, 

we find the weight vector that divides the images 

displayed to the user into two categories well. We 

will give the task of finding this surface to the 

particles of the PSO algorithm. Furthermore, 

given that, in general, the related/unrelated images 

are not linearly separable, we may need more than 

one weight vector. These weight vectors will be 

created separately in each run of the algorithm. 

First, we obtain a vector randomly. Then we use 

the feedback of the user to improve it to provide a 

weight vector, according to which, most of the 

images shown to the user are categorized 

correctly. In the next section, the idea will be put 

into practice. 

 

3.1. Proposed Procedure 

According to the idea addressed in Section 3.1, we 

proposed a procedure for retrieving the relevant 

images in a semi-automatic content-based image 

retrieval system using RF. 

The general procedure of the proposed image 

retrieval system is shown in Figure 2. The system 

extracts features of all database images offline. 

These feature vectors form a feature repository 

given to the system at the computation time. The 

user initially sends a request image to retrieve 

similar images. These offline extracted features 

will be used to determine the similarity of dataset 

images with the requested image. 

Latif et al. [24] and Sleit et al. [31] have 

categorized the features used in CBIR into three 

general categories of color-, shape- and texture-

related features.  Five sets of features are used in 

this paper, covering all of these categories as: 
 

(a) RGB color histogram (a kind of color feature), 

which is addressed in Equation (8). 

(8) 
N

k
N

bchist ),(Im,  

 

where      is the normalized histogram of channel 

c of image    in RGB color model,   is the total 

number of pixels (64*64), and    is the number of 

pixels with values in kth bin,    of histogram. The 

total number of features of this feature set is 3 * 

256. 

(b) median, variance, and skewness of histogram 

of the image in HSV color space, (c) variance and 

skewness of gray scale image, and (d) gradient 

magnitude computed using Sobel operator are 

used as some kinds of shape features. The basic 

operation of these features is addressed in 

Equations (9)-(12). 
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where            are the median, variance, and 

skewness of the image   , respectively.   is the 

gradient magnitude. The feature-set (b) containing 

median, variance, and skewness of the histogram 

of H, V, S, and Y channels have 12 features, 

totally. The feature-set (c) containing variance and 

skewness of gray scale image have 2 * 64 

dimensions. Finally, the dimension of the feature-

set (d) is 3844. 

(e) Entropy filter with 9-by-9 neighborhood 

around a corresponding pixel (representing the 

texture), which has the same dimension as the 

main image (i.e. 64 * 64).  

Therefore, the total number of features are 8848 

features, which are categorize into 5 feature sets, 

each of which has a unique importance weight. In 

each run of the algorithm, the sum of these 

weights will be normalized to 1. Moreover, it can 

be seen that each feature set has a different 

dimension that can make them non-homogenous 

in computing their importance weight. Hence, we 

finally divide each value of each feature set by its 

number of features. Utilization of these non-

homogenous features requires their fusion via 

some intelligent algorithms, e.g. PSO. 

Accordingly, the distance between each feature in 

the database images and the requested image are 

calculated. In order to obtain the final distance of 

each DB image and query image, the weighted 

average of these feature distances will be used. 

Hence, obtaining a suitable weight vector is very 

important in computation of the overall distances. 

In the first run, the weight of all features is the 

same (each feature set has the weight of 1/5). 

According to this uniformly distributed weight, 

more similar images are obtained and shown to 

the user.  

Getting the user feedback on whether each of the 

extracted images are relevant or not, the algorithm 

enters another phase in which the weight of the 

features will be changed using the particle 

optimization method. Thereafter, according to the 

newly obtained weight, which is the globally best 

position of particles, new relevant images are 

computed and shown to the user.  

As shown in the flowchart of Figure 2, the 

algorithm enters the optimization stage at each 

step after receiving the user feedback. The 

position of each particle is a vector that shows the 

importance degree or weight of different features. 

At the beginning, the weights of each particle are 

obtained randomly and will eventually be 

normalized. Proposing a suitable objective 

function, the particle group moves towards new 

images in the search space. Table 1 describes the 

setting used for hyper-parameters of swarm 

optimization.  
 

Table 1. Values of hyper-parameters of PSO algorithm. 

Hyper-parameter  Value  

Population size 30 

Particle size 5 

     1 

  0.7 

   2 

   2 

 

The calculation of the best position of each 

particle and the globally best general position uses 

the fitness function of Equation 13, in which 

  (  )  is referred to the fitness of the  th particle 

with position   ,     
  (   

 ) being the number of 

relevant (irrelevant) images in the  th iteration of 

RF-based retrieval system (a maximum of 20 

iteration is considered), and       (          ) 

being the requested image (  th relevant 

image/  th irrelevant image).  
 

(13) 













k
irr

N

ir
irreqi

Dist
k
irr

N

k
rel

N

r
rq

Dist
k
rel

N
i

Xft

1

)Im(Im
1

1

)Im,(Im
1

)(

 

 

      is a measure of how distant the features of 

an image are from the feature in the requested 

image according to measures of particle  . We use 

the weighted mean absolute error for this 

criterion, which is addressed in Equation 14. 
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Figure 2. A flowchart of the overall proposed procedure. 
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where the term   illustrates the number of feature 

sets,      
 

 (   
 
) explains the value of the  th 

feature of       (   ), and    is the position of 

the  th particle that shows the weight of the  th 

feature in the  th iteration,     . 

In other words, similarity measurement is done 

implicitly in the fitness function of Equation 13. 

Actually, positions of particles of PSO in a 5D 

space shows the weight of importance of each one 

of the 5 feature sets. These weights are used to 

compute the weighted mean absolute error or 

distance of query image from other 

relevant/irrelevant images in Equation 14. 

According to Equation 13, a better particle with 

better weights creates a smaller distance between 

the relevant images and a larger distance in the 

irrelevant images. 

Choosing this fitness function, in addition to the 

simple operators used in it, is also some kind of 

innovation of this work that will decrease the 

computation complexity. This function 

imprecisely looks for images that have the 

maximum distance from the set of unrelated 

images and the minimum distance from the set of 

related images. However, in some references, e.g. 

[22], a precise computation of the 

relevant/irrelevant images complicates the fitness 

function computations. 

The global best position of particles of each run is 

calculated from Equation 15. Using this value, 

images with the lowest total weighted distance 

will be announced as relevant. 
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Thereafter, the relevant images are shown to the 

user, and by obtaining the user feedback, all of 

this procedure will iterate. A termination 

condition for these iterations is to retrieve a preset 

number of relevant images (16 images), all of 

which satisfy the user or to reach a specified 

number of iterations (20 iterations). 
 

4. Results and Evaluation  

In order to evaluate the proposed procedure, we 

compare the proposed semi-automatic procedure 

with two other semi-automatic retrieval systems 

[22-24] and some automatic retrieval systems [13, 

14, 16]  that published their result on the Wang 

dataset [33] and separately for different categories 

of it. This dataset is a well-known one that selects 

10 very discriminative classes of the Corel data 

set non-automatically. It contains diverse images 

of 10 classes with 100 images  in  each  category,  
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namely African  people,  beaches, buildings, 

buses, dinosaurs, elephants,  flowers, horses, 

mountains, and  food. These images are JPEG 

with a resolution of 384 × 256. As these datasets 

are well-classified, it is possible to quantitatively 

evaluate and compare the performance. In order to 

homogenize the size of the feature vectors in the 

images, at the processing time, all images were 

resized to 64 × 64. Moreover, in order to 

homogenize the effects of different properties, 

normalization was performed on each kind of 

feature so that the range of values of all the 

characteristics is the same. In the following, we 

will begin by providing an example of retrieval of 

a sample image. Then we compare the proposed 

procedure with some other image retrieval 

systems in terms of the accuracy and speed of 

image recovery. 

 

4.1. An Example of Retrieval Procedure 

In order to retrieve the related images, an image is 

firstly selected by the user as a requested image. 

The algorithm will retrieve similar images from 

the dataset. Figure 3 shows the first run of the 

retrieval procedure that explicitly restores similar 

images according to the properties of the database 

images and a uniform weight vector. 

 

 
Figure 3. Retrieved images in the first run of the algorithm before using the relevance feedback. The query image is 

shown in the upper-left block of the image. The 16 retrieved images are shown in the underlying blocks. 

 

After displaying the top-16 images that have 

minimum distances from the requested image, the 

related and unrelated images will be obtained 

from the user feedback. Thereafter, the particle 

optimization algorithm will update the weight of 

the features. This weight update will be such as to 

minimize the distance between the relevant 

images maximize the distance between irrelevant 

images from the requested image using the 

information about the relatedness of the shown 

images provided by the user feedback. By keeping 

the related images of the previous phase, the 

particles will find other candidate relevant images 

that will further be displayed to the user in order 

to get feedback.  

Applying the particle optimization algorithm on 

Figures 3 shows uncertainly of the new related 

images that are highly dependent on the calculated 

weight. The procedure will continue to iterate 

until the user announces that all images are related 

or iteration 20 times. In the case of Figure 3, the 

related retrieved images after 11 repetitions are 

shown in Figure 4. 
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Figure 4. Final retrieved images for the query image after 11 iterations of the proposed algorithm. The query image and 

retrieved images are shown in the upper left block and the other bellowing blocks, respectively. 
 

4.2. Performance Comparison 

The results of comparing the performance of the 

proposed method with some other automatic or 

semi-automatic image retrieval systems on Wang 

dataset [33] are shown in Figures 5 and 6 and 

Tables 2 and 3. The comparisons are obtained 

from the number of iterations required to reach the 

16 related images, the response time of each 

procedure, and the precision of each method, 

which are separately reported for 10 classes of 

images in the Wang dataset.  

Figure 5 compares the proposed method with 

three other relevance feedback-based methods 

[22-24] in term of the precision of the system 

(maximum = 20 iterations).  

As shown in Figure 5, precision of the image 

retrieval by the proposed algorithm is better for 

some classes, e.g. beach, buildings, elephants, 

horses, and mountains than the method of  [22] , 

and it is completely better than the method of [24] 

and [23]. 

In order to further investigate the effect of direct 

feature weighting against feature reweighting in 

PSO-based image retrieval paradigm, we made 

another comparison with the algorithm of [22]  in 

terms of the computational time; the results 

obtained are shown in Figure 7. 

 

 
Figure 5. Comparison between the proposed method 

and methods of [22, 24] in term of precision of the 

retrieval system for retrieving each one of the 10 different 

image categories of the Wang dataset. 
 

As shown in this figure, for most of the classes, 

the elapsed time for calculations in the proposed 

method is fewer. This reduction in the elapsed 

time is obtained due to the reduced computational 

complexity in the evaluation function used for 

weight assessment. For example, in order to 

retrieve the building images, the precision and 

timing of the proposed algorithm are better than 

the method [22]. 
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Figure 6. Comparison between the proposed method 

and method of  [22] in terms of the response time for 

retrieving different image categories. 

Since the semi-automatic image retrieval task is 

based on user feedback, and the algorithm iterates 

and improves its evaluation criteria until the user 

satisfies, the number of necessary iterations can be 

considered as another important criterion; as more 

iteration shows less accuracy. This criterion is 

addressed in Table 2 alongside the two other 

criteria of precision and response time. 

Comparison of the proposed method with the 

method of the two automatic retrieval systems 

[13, 16] is reported in Table 3. Comparison of the 

proposed method against [13, 16] shows the 

strength of the proposed method versus these 

methods. On the other hand, when the dataset 

provides more visual information of its images, as 

in [14], the results of automatic CBIR will be 

better than the other CBIR approaches. The results 

of the proposed method are compared with those 

of another article on the famous Corel data set, 

which can be seen in Table 4. The second article 

was an automatic method. As shown in this table, 

this method could have a better precision and 

recall compared to the second article. 

Table 5 generally compares the proposed method 

with the other methods. 

In case of application of deep learning in CBIR, 

we review some papers in Section 1. Priyanka 

[15] reports application of its deep learning 

method on the Wang dataset. The average 

precision of its algorithm is 93.457, which is a 

good result for an automatic CBIR approach. 

However, this precision is still less than the 

precision of the proposed method and method of  

[15] (with precisions of 97.761 and 96.525, 

respectively). Comparison of the semi-automatic 

and automatic CBIR methods shows that semi-

automatic approaches are most reliable for high 

accurate tasks. 

Moreover, the results of the proposed method are 

compared with another automatic image retrieval 

method [40] on the Corel-10K data set, which can 

be seen in Table 4. As shown in this table, the 

proposed method has a better precision and recall 

compared to [40]. Table 5 summarizes all the 

results. 

 

Table 2. Comparing the proposed algorithm and the methods of [22, 24] in terms of precision, response time, and 

average number of iterations to retrieve relevant images. 
Different classes of 

Wang dataset 

Africa

ns 

Beac

hes 

Building

s 

Buses Dinosa

urs 

Elepha

nts 

Flower

s 

Horses Mountai

ns 

Food Average 

Precision Proposed 

method 98.12 96.69 94 98.75 100 97.62 98.62 99.5 96.69 97.62 

97.761 

method of  

[22] 
99.5     95     88.62     98.75     100 96.69     98.5    99.5    92.94     95.75 96.525 

 Method of 
[24] 

83 90 75.5 96 99 83 96 96 82 87 88.75 

 Method of 

[23] 

77.0 75.7 78.3 94 100 85.8 95.5 94.5 78.35 85 86.4 

Time Proposed 

method 

5.7873     7.139

7     

9.2792     5.4020     0.5616     4.9975     2.3658     3.1777     7.2614     7.3933 5.33 

method of  
[22] 

4.7391     7.361
3    

10.3095     4.9783     0.9500     5.3977     2.4869     3.2733     8.4842     7.3217 5.53 

Avg. num. of 

iterations 

Proposed 

method 

9.9900    12.86

00    
17.0900     9.9500     1.0700     9.2300     4.3900     5.8900    13.9000    14.190

0 

9.856 

method of  

[22] 

8.3100    12.85

00    

18.1700     8.7500     1.7200     9.4300     4.3800     5.6900    14.6300    12.560

0 
9.649 

 

Table 3. Comparing precision of the proposed method with two automatic retrieval systems. 

Classes Africans Beaches Buildings Buses Dinosaurs Elephants Flowers Horses Mountains Food Average 

Proposed 98.12 96.69 94 98.75 100 97.62 98.62 99.5 96.69 97.62 

97.761 

Method 

of  [13] 

65 60 62 85 93 65 94 77 73 81 75 

Method 
of  [16]   

56 54 61 89 98 58 90 78 51 68 70 

Method 

of  [14] 

81 79 91 76 99.7 96.8 94.5 84.1 97.4 91.5 89.6 
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Table 4. Comparing the precision and recall of the 

proposed method with [40] on Corel-10k. 
Method Precision  Recall  

Proposed method 64.46 10.31 

Method of [40] 56.88 6.83 

 
Table 5. Summarization of comparing precision of the 

proposed method with other methods on different 

datasets. 
Data

set 

[13] [14] [16]   [22[] [23] [24] [40] propo

sed 

Wan

g 

75 89.6 70 96.5 86.4 88.7

5 

-- 97.8 

Core

l-10 

-- -- -- -- -- -- 56.8

8 
64.46 

 

5. Conclusion 

In this work, we considered the issue of the 

content-based image retrieval using the relevance 

feedback. The features used to evaluate the 

similarity of the requested image with retrieved 

images included color histogram, first-to-third-

color moments, image edges, and 2D wavelet 

transform, representing the texture. Fusion of 

these non-homogenous features requires a feature 

weighting algorithm. For a proper weighting, 

particle optimization algorithm was used, which 

could be referred to as article innovation. 

Information was extracted from the user feedback 

guides particles in weighting features to minimize 

(maximize) the distance between the user selected 

relevant (irrelevant) images and the query image.  

 

The results obtained indicate a less computational 

complexity of the proposed method with a 

comparable accuracy to the other PSO-based 

methods. Moreover, the proposed algorithm has a 

higher average precision than the other RF-based 

CBIR methods. Comparison with automatic CBIR 

approaches including deep learning methods 

shows that the approaches are most reliable for 

high accurate tasks. 
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 .0011سال  ،دوم شماره دوره نهم، ،کاویمجله هوش مصنوعی و داده                                                                                              فرزبود ری نژاد وفجع 

 

 بازیابی تصاویر مبتنی بر بازخورد با استفاده از الگوریتم بهینه سازی ذرات

 2رضوانه فرزدبود و،*1فاطمه جعفری نژاد

 .دانشکده مهندسی کامپیوتر، دانشگاه صنعتی شاهرود، شاهرود، ایران 1

 .دانشکده مهندسی کامپیوتر، دانشگاه شهید بهشتی، تهران، ایران 2

 90/00/9191 پذیرش؛ 10/10/9191 بازنگری؛ 01/01/9102 ارسال

 چکیده:

، ضتم  ففتز زمتاح محاستبه، در های مبتنی بر محتوای تصویر است.. دستتیابی بته دبت. با تا زیروظیفه مهم در بسیاری از سیستمبازیابی تصویر یک 

بندی تصاویر ایجاد نموده اس.. بدی  ترتیت،، های بازیابی تصویر مبتنی بر بازخورد بسیار مهم اس.. ای  مقا ه شباهتی بی  بازیابی تصویر و طبقهسیستم

مرتبط بته تصتویر در مسئله بازیابی تصویر، بدنبال استخراج یک ابر صفحه تصمیم بهینه هستیم که بتواند دادگاح تصاویر را به دو دسته تصاویر مربوط/ نا

ستازی در نرتر گرفتته شتده و ا گتورتیم پرس و جو تفکیک کند. در ای  مقا ه مسئله استخراج ابرصفحه جداساز با کمینه خطا بعنواح یک مسئله بهینته

ر استفاده شده اس.، امتا به طور گسترده ای در زمینه بازیابی تصوی (PSO) بهینه سازی ذرات فل خواهد شد. اگرچه ا گوریتم بهینه سازی ازدفام ذرات

، ذرات را به منرور یتافت  وزح بهینته ات استخراج شده از بازخورد کاربرها استفاده ننموده اس.. اطلاعهیچ تحقیقی از آح برای وزح دهی مستقیم ویژگی

های بسیار غیر همگت  ع، تلفیق ای  ویژگیکند. در وابهای مختلف تصاویر )ویژگی های مبتنی بر رنگ ، شکل یا باف.( راهنمایی میبرای ترکی، ویژگی

، یک تابع برازش نوآورانته بترای ارزیتابی موبعیت. هتر شود. بر ای  اساسانجام می PSO به یک ا گوریتم وزح دهی ویژگی نیاز دارد که با کمک ا گوریتم

ه میتانگی  دبت. روش پیشتنهادی با تاتر از ستایر دهد کتنشاح می Corel-10k و Wang ذره پیشنهاد شده اس.. نتایج تجربی روی مجموعه داده های

 هتای بازیتابی تصتویر مبتنتی بتراسباتی را در مقایسه با سایر روشرویکردهای نیمه اتوماتیک اس.. علاوه بر ای ، روش پیشنهادی کاهش پیچیدگی مح

PSO  دهد.نشاح می 
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