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Recommender systems extract the unseen information in order to
predict the next preferences. Most of these systems use additional
information such as the demographic data and previous users' ratings to
predict the users' preferences but have rarely have used sequential
information. In streaming recommender systems, the emergence of
new patterns or disappearance of a pattern leads to inconsistencies.
However, these changes are common issues due to the user's
preference variations on items. Recommender systems without
considering inconsistencies will suffer a poor performance.
Accordingly, the present paper presents a new fuzzy rough set-based
method for handling the inconsistencies in a flexible and adaptable
way. The evaluations are conducted on twelve real-world datasets by
the leave-one-out cross-validation method. The results of the
experiments are compared with those from the other five methods,
which show the superiority of the proposed method in terms of
accuracy, precision, and recall.

1. Introduction

Applications of streaming data, e.g. online
gaming, media streams, and loT platforms are
ever-increasing. Thus it is necessary to process
such data in an online manner. Online learning
usually imposes the memory and processing time
restrictions. In online learning, only a single
sample is introduced to a classifier at every time
instant, and the patterns in the data may change
over time. One of the most important problems
with streaming data is concept drift, which causes
the trained classifier to become obsolete. In order
to prevent this problem, the system should be
adapted to new patterns in the data. Accordingly,
a classifier can be trained either incrementally by
continuous updates or by retraining using the
recent data. Concept drift can be categorized into
five groups [1]: (1) Abrupt drift, which occurs
when a change happens suddenly between two
classification contexts; (2) Gradual drift, which
occurs when a smooth transition emerges between
two concepts; (3) Incremental drift, which occurs
when the ratio of changes in the concepts
becomes slow; (4) Recurrent drift, which occurs
when the previously known concepts occur

periodically; (5) Blip, which occurs when an
outlier is mixed with the concept drift. Since this
change is a temporary event that does not affect
the future data (new features or new classes do not
appear), no processing is required.

The other important problem with streaming data
is the noise, which can be categorized into two
groups: (1) Malicious noise that is intentionally
introduced by the external agents to bias
information; (2) Natural noise that unintentionally
occurs and affects the information.

Recommender systems, as one of the applications
of streaming data, are a particular type of
information system that assists the users in
choosing the advisable items according to their
preferences [2, 3]. These systems are driven by
the patterns of the users in online shopping, news
websites, or click-streams in website exploring.
One of the major challenges in these systems is
that the data must be analyzed in a near real-time
because the preferences regularly change over
time, and they quickly become obsolete after
some time. These inconsistencies (concept drift
and natural noise) cause the recommended items
to skew from the current user interest over time
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and become irrelevant. Hence, the recommender
system should be adapted in order to cope with
the inconsistencies.

The proposed method focuses on the online
sequential pattern mining for non-stationary
environments. The method is incrementally
updated when a new sample arrives. It aims to
discover the inconsistencies presented in
sequential patterns of data streams and to predict
the next plausible items by considering the
changes in the user's preferences. Its novelty is
that it only utilizes the ratings, and does not
require any additional information in order to
improve the quality of the recommendations. The
proposed method initially extracts knowledge
from data streams using a sliding window and a
three-phased  strategy to  discover the
inconsistencies in the patterns. Once the type of
inconsistency is discovered (concept drift or
natural noise), a user-based collaborative filtering
prediction method is employed in order to predict
the correct rating. To validate the hypothesis that
the corrected data improves the performance of

the recommender system, experiments are
conducted on twelve datasets.
The contributions of this paper can be

summarized as follow:

e The proposed method focuses on the
online  mining  sequential  patterns
generated in the recommender systems.

e It aims to discover and adopt the changes
in user's ratings, while predicting the next
plausible items by considering changes in
the user’s preferences.

e Once the inconsistent rating is discovered,
an effective approach based on a user-
based collaborative filtering method is
employed in order to predict the correct
rating.

e It only exploits rating knowledge, and
does not depend on the additional
information.

e Several experiments have been conducted
to verify the performance of the proposed
method. The experimental results show
that the proposed method achieves better
results than the other five methods for the
recommendation problem.

The rest of this paper is structured as what
follows. In Section 2, the related works are
surveyed. The backgrounds of the sequential
pattern mining and the fuzzy rough set are
explained in Section 3. The proposed method is
introduced in Section 4. Several experiments have
been conducted on various datasets for
performance comparison of the proposed method

with the others. These results are discussed in
Section 5. Finally, Section 6 contains conclusions
and the future works.

2. Related Works

The two most used methods in recommender
systems are the content-based and the
collaborative filtering ones. The content-based
recommender systems suggest itemsto a user
based on the features of the items and a profile of
the user’s interests [3]. Collaborative filtering, as
a commonly used technique in recommender
systems, aims to predict the user preferences
according to his/her historical information [4].
The main ideas for streaming recommender
systems are often found in five categories
including (1) frequent pattern mining, (2) Markov
model, (3) Neural networks, (4) Matrix
factorization, and (5) Supervised learning. The
advantages and disadvantages of these methods

are listed in Table 1.
Table 1. Streaming recommender system characteristics.

Method Advantages Disadvantages
e Complex
Frequent pattern e Ease of use configuration
mining [5-13] e Explainable results e Sparsity
e Unscalable
[I\fz]rkov model e Explainableresults e Sparsity
e Many
parameters
Neural networks e Robust to sparsity . Com_plex )
[16] e Learn Iong/short configuration
term dependencies e Limited
explainable
results
Matrix .
factorization [17] e Robust to sparsity e Unscalable
Supervised e [Feature
learning [18-28] * FEaseof use engineering
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The methods that are based on the frequent
pattern mining aim to find the frequent patterns in
the user's sequential actions. AprioriAll [5] and
PrefixSpan [6] are the basic approaches used to
find the sequential patterns. The authors in [7]
have proposed a knowledge-based recommender
system regarding opinion mining and rough set
association rule mining to detect closed
sequences. In [8], a clustering approach based on
a non-overlapping sliding window for mining
evolving usage data streams has been presented. It
recognizes the changes in the underlying data
segmentation and follow-up clusters over the
subsequent time periods. Another method [9] has
been presented as a recommendation model for
the web personalization system by integrating
web usage and web content mining. However, the
system uses incremental clustering and takes into
account the temporal dimension of data in the
recommender systems but like any other
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clustering approach, the order of the sequence is
lost. In [10], an algorithm has been presented to
discover the frequent itemsets through support
approximation. It preserves mining accuracy well
on the concept-drifting data streams. Another
frequent itemset miner has been introduced in [11]
that uses a sliding window technique and item
weighting. In [12], a local drift degree
measurement has been proposed to continuously
monitor the regional density changes. Also a
concept drift detector for data streams has been
presented in [13] by computing the consistency of
sequential error rate by utilizing the Hoeffding’s
Inequality.

The methods that are based on the Markov chain
aim to compute the transition probabilities over
the user's sequential actions, e.g. the authors in
[14] have proposed a method for capturing the
temporal dynamics in the dataset to adapt to a
wide spectrum of collaborative filtering problems.
The recent advances in neural network-based
recommender systems have gained significant
attention [15]. The authors in [16] have proposed
a concept drift adaptive method in order to
improve the accuracy of anomaly detection on
data streams by utilizing Long Short-Term
Memory (LSTM).

The methods that are based on matrix
factorization aim to define new inputs and loss
functions over the user's sequential actions. The
authors in [17] have proposed a robust to noise
system that has utilized similarity upper
approximation and singular value decomposition
(SVD) for the generation of recommendations for
the users.

The methods that are based on supervised learning
aim to define the classifiers over the user's
sequential actions. The authors in [18] have
proposed a classifier to detect noisy ratings using
a fuzzy model. In their method, noisy ratings are
corrected by predicting their value with a noise-
free data set. The authors in [19] have proposed a
classifier to natural noise management in the
group recommendation systems. In [20], a noise
correction-based method has been proposed to
support a recommender system in a highly sparse
rating environment. In [21], a method has been
proposed based on the users’ interest sequences
for online ranking users’ ratings by extracting
hidden semantics in the users’ interest sequences.
Patil [22] has presented a method to understand
the two kinds of concept drift (gradual and abrupt)
in data streams.

The authors in [23] have proposed a fuzzy model
for detecting the concept drift. In [24], an adapted
incremental graded multi-label classifier has been

205

proposed for the recommendation systems by
considering sparsity in ratings. In [25], a time-
aware recommender system has been proposed to
control which ratings are exposed to concept drift.
The authors in [26] have proposed a Bayesian
regression model for predicting the accuracy of
each individual user feedback and also find
outliers in the feedback dataset.

The authors in [27] have analyzed the customers’
purchase behavior in order to extract sequential
rules. They proposed a hybrid recommendation
method that combined the segmentation-based
sequential rule method with the segmentation-
based method. The authors in [28] have proposed
a tree structure for web page recommendation by
exploiting web pages' semantics through websites
ontology.

3. Preliminaries

This section begins with the definitions related to
the sequential pattern mining and ends with the
fuzzy rough set theory.

3.1. Sequential Pattern Mining
Sequential pattern mining [29] aims to find the
concept drifts, frequent patterns or even abnormal

patterns in a data stream. Let | ={i,,i,,..i,}

be an itemset, and a sequence s be an ordered list
according to their timestamp t, denoted as

<3152---5n>, where each instance is an item set

containing sorted items. Table 2 shows an
example of an input data stream that lies on
timestamps 1 to 11. This data stream composes of
User_ID, Timestamp, and Itemset. Itemset in this
table comprises of the seven items {a,b,c,d,e,f,g}.
Table 3 presents four sequences of users. In order
to mine data streams, different window models for
pattern mining over data streams are used. A
window W can be referred to as a set of all
sequences between the ith and jth (where j >1)

arrival of sequences, and the size of W is
W |=j—i. All sequences in the last W are

utilized for data mining. Passing the time, a
sequence of windows Wy, ..., Wy, W, is created,
where W, is the window at the start of mining,
Wprev is the window at timestamp t-1, and i, is
the window at the current time t. The aggregated
window W, is defined as all windows from the
start point of mining to the window at timestamp
t-1 (Wprey) (see Figure 1). The count of a
sequence s (count(s)) is the total number of
sequences in the window containing sequence s.
The support of a sequence s (sup (s)) is the
portion of the total number of sequences in the
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dataset that contains s. Table 4 indicates some
sequential patterns and the number of sequences
containing each pattern (called the support). A
sequence is called frequent if count(s) >
min_supx|W|, where min_sup is an absolute user-
defined minimum support threshold (where
0 < min_sup < 1), e.g. if min_sup is set to 0.3 and
|W|=4, {a} and {bg} are the frequent sequences.

Table 2. An example of the input stream.

User_ID Timestamp Item set
1 1 {a}
2 2 {ad}
3 3 {abd}
4 4 {b}
2 5 {def}
3 6 {ac}
4 7 {abdefg}
1 8 {de)
2 9 {cb}
3 10 {efg}
4 11 {cg}

Table 3. Sequences obtained from Table 1.

User_ID Win_ID Sequence
1 1 {a}{de}
2 1 {ad}{def}{cb}
3 1 {abd}H{ac}{efg}
4 1 {b}{ca}
Table 4. Supports of some sequences.
Sequence Count
{a} 3
{ag} 0
{ca} 1
{bg} 2
time
>
”/A' ” 1 l”[H'(‘l' ’,Vp
W 1

Figure. 1. lllustration of windows in the
chronological order.

3.2. Fuzzy Rough Set

Fuzzy rough set [29], for each sample s, returns a
pair of memberships that show the lower
approximation membership as a degree of
certainty (see Eg. (2)) and the upper
approximation membership as a possibility degree
of being included in target class (see Eq. (3)). The
lower and upper approximation memberships are
constructed by Indiscernibility Relationships (IR)
between the samples and the amount of
dependency on the target set, ug, respectively. IR,
as shown in Eqg. (1), measures the similarity of
each pair of samples. When two samples are
identical, IR becomes 1, and when the samples are
completely different, it shows zero.

IR(s;,s;)= 7t (1-|s;@-s;@) @)

aeDimension

According to Eqg. (1), the differences between the

two samples in every dimension are aggregated by
a t-norm. The result is called the indiscernibility
relation between two samples under decision
boundary.

uFM(si)iE;rlfis T(IR(s;,8;), e (5;)) @)
#e 6= sup T(IR(s;.;). 4 (5,)) )

where T denotes the dataset. As shown in the
above equations, fuzzy operators, Implicator (I)
and t-norm (t) combine two basic elements and
result in several outputs. Then “inf” and “sup”
select one of these outcomes as the final result.
Hence, the outliers and noise data can change the
lower and upper approximation memberships in a
wide range. Authors in [31] have proposed the
adjusted versions of the memberships using Order
Weigh Average (OWA) instead of “inf’ and
“sup”. These forms of memberships are presented
as follow:

Moy 1) =OWAG, 1RG5, ). 41 (5)) @)
#m(si):OWAmaX t(IR(5;.5,), 4 (5,)) 5)

sj €T 5;#5;

4. Methodology

The proposed method is introduced in sub-section
4.1. Also the time complexity is explained in sub-
section 4.2.

4.1. Proposed Method

The proposed method focuses on the online
mining  sequential  patterns  generated in
recommender systems. It aims to discover and
adopt the changes in wuser's ratings, while
predicting the next plausible items by employing a
proper adaptive way. The steps of the proposed
method are presented in Steps 1.

Steps 1. Steps of the proposed method.

Step Construct the current window, W,
1: Create a cache table, named freg_cur, to store the frequent
sequences of W,
Construct the aggregated window, W,
Create a cache table, named freg_hist, to store frequent
sequences of Wy,
Create a cache table, named cache_pattern, to store
frequent sequences of both freq_cur and freq_hist
Step Find frequent sequences by employing the method
2: presented in [32]
Step Sliding window update:
3: Update W, and freq_cur
Update W, and freq_hist
Update cache_pattern
Step Compute the dissimilarity between W, , and W, using Eq.
4: 8)
Step - . .
5 Determine the type of changes using Fig. 2
g_tep Predict the next preferences using Eq. (13)
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Now the discovering process is introduced. Given
a pre-defined value for min_sup, the frequent
sequences are identified within each window
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using the method introduced in [32]. For each
mining round, the frequent sequences of the
current window (window at timestamp t) W, and
the aggregated window, W,,,, are stored in
freqg_cur and freq_hist, respectively. Besides,
freg_cur and freq_hist are merged to form a cache
table called cache_pattern. The proposed method
finds the changes (i.e. noise and concept drift) by
checking the dissimilarity between the frequent
sequences in W4, and W,. Once the window
slides, the support value of sequences is updated.
In order to discover the changes, the support of
frequent sequences within the current windows

(sup\,vc ) and all the previously observed windows

(supWAgg ) are computed as follow:

timestamp (t )+ |

Z sup, , (6)

i =timestamp (t)

sup,, =

Check the BN:
If noise: Increase the window size
If concept drift: Decrease the window size

Set the window size
to the initial value

Set the window size
to the initial value

Set the window size to the initial value

Decrease the window size

timestamp (st )+W Agg ‘

Agg Z Sup; )

sup,, =
i =timestamp (st )

The dissimilarity between sup, —and Supy, is
computed by Eqg. (8) as follows.

sup,, Sup,,
‘supwc Hsupwm ‘ (8)

T

Since the magnitude of a vector cannot be a
negative number, Dis_sim belongs to the interval
[0, 0.05].

Then the proposed method requires to determine
the type of changes (natural noise and concept
drift). The state diagram of the proposed method
is shown in Figure. 2, including three main
phases: (1) Steady phase, (2) Alarm phase, and (3)
Detection phase. More specifically, these are
explained:

arc cos

Dis _sim =

Check the BN:
If noise: Increase the window size
If concept drift: Decrease the window size

Check the BN:
If noise: Increase the window size
If concept drift: Decrease the window size

Figure. 2. State diagram of the proposed method.

Steady phase: This phase occurs when Dis_sim is
lower than threshold o,. o, is a pre-defined

value that displays the maximum acceptable
dissimilarity to remain in the steady phase. During
this phase, the window size does not change, and
it is equal to the window size at the starting point
of mining.

Alarm phase: This phase occurs when Dis_sim is
between two thresholds, o, and o,. o, is a pre-

defined value that determines the minimum
dissimilarity for detecting concept drift. During
this phase, data reveal slight changes. In order to
guantify the user's inconsistency degree (natural
noise and concept drift), the proposed method
utilizes the fuzzy rough set approach. Rough set
theories have revealed themselves as one of the
most  successful approaches to deal with
imprecise, inconsistent, and incomplete
information, and also to identify the temporal
patterns. Besides, the fuzzy set theory can be
effective to consider flexibility in the learning
process. Considering this fact, the boundary
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region BN as a feasible decision is defined by Eq.
(9).

BN = pie— (i)~ e, (P)

=OWA ., 7(IR(p;, p;), 4= (P;)) (9)
pj €T P #p;
_OWAmin T(IR (p| 1P )HuF (pJ ))
pj el .p;#p;

where p is a frequent sequence presented in the
dataset T. If the size of the boundary region is less
than or equal to the adjustable parameter
a, 0<a <1, it reveals that this uncertainty is

due to the natural noise; otherwise, the concept
drift is suspected. The selected optimal ¢ varies
under different criteria. For making strict
decisions, the greater « (closer to 1) should be
chosen. In this case, the changes are considered as
noise. Also for making soft decisions, the lower
a (closer to 0) should be chosen. In this case, the
changes are considered as concept drift. It is
important to note that in the alarm phase, the
proposed method predicts the change in the
running mining round and modifies the size of
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windows depending on the type of the change
(natural noise or concept drift). In the case that
noise is detected, the adverse effect of noise
should be mitigated. Hence, the flexible window
size |W | will be increased in order to provide a

significant training set to achieve good
generalization and reliable results. In this case, the
window size must be modified as follows:

W =W ey |+ AW e (10)

where .| is the size of the current window and

A (0<A<1) is a pre-defined extending factor.

On the other hand, in the case that the concept
drift is suspected, the flexible window size |W |

will be decreased as follows:

W,|=px,, (11)

where p, 0< p <1 is a pre-defined forgetting

factor to shrink the window. The reason behind
shrinking the window size is that, passing the time
and arriving new data, the old data must be
ignored due to (1) expiration of the old data and
(2) limitation in the storage resource.
Accordingly, all the stored frequent sequences in
the cache_pattern are removed. Also, the starting
point for frequent pattern mining is set to the
current timestamp.

3.Detection phase: If Dis_sim is greater than

threshold o,, the concept drift is detected. In this

case, training should be done by recent instances.
The window size |W | will be decreased using

Eg. (11). Also due to the changes in data streams,
the starting point for frequent pattern mining is set
to the current timestamp, and all the stored
frequent sequences in cache_pattern are removed.
Procedure 1 provides a brief description to
distinguish the type of changes.

As shown in Figure. 2, there is no transition from
the steady phase to the detection phase. Since the
window slides by moving one window forward at
each time, the swift reaction to concept drift does
not happen.

Now, regarding the changes in the user’s
preferences, the next plausible items should be
predicted. Hence, a user-based collaborative
filtering method that relies on the user-to-user
similarity measure is used.

Regarding timestamp t, User_ID, and the current
window, W,, the user similarity (see Eqg. (12)) and
user's rating of an item (see Eq. (13)) are

calculated.
Z (R;‘, —ﬁﬁ).(R;,, —ﬁ‘y) 12)

— 2
—R[y)

\/Z (R R )2\/| (Rt

sim _rating (u,y )=

where Rj,i is the rating of user u to item i at

—t
timestamp t, and Ruis the averaged ratings of
user u at timestamp t. Next, the rank of user u to
item i is predicted as follows:

> (R‘ L -Ry )*sim _rating (u,y)
t

P . =Eu +yEN
\/Z [sim _rating (u,y )|

ui
yeN

(13)

where R;’i is the rating of neighbor y to item i at

timestamp t, and Rty is the averaged ratings of
neighbor y at timestamp t. Finally, regarding the
ratings predicted for item i, the recommendations
are made for user u.

Procedure 1: Pseudo-code of change detection.

Initialization:
window size W ‘,thresholds 0,, 0,, parameter (X, extending

factor A, forgetting factor O.

For each timestamp t:

1. Start with computing Dis_sim using Eq. (8) for each moving
window.

2. The sequence can be found in three different conditions:
2.1. Steady phase: If Dijs sim < o, the window size is kept fix

and sets to its initial value. The window continues its
movement on the data sequence to find frequent sequences
using the proposed method in [32].

2.2. Alarm phase: If ¢ < Dis_sim< o,, compute BN (using

Eq. (9)).

2.2.1. If BN <« : natural noise is detected. Increase the
window (using Eqg. (10)).

2.2.2. Else, the occurrence of concept drift is suspected. In this
case, (a) remove all the frequent sequences stored in
cache_pattern, (b) set the starting point for mining to the
current timestamp, (c) shrink the window (using Eq. (11)).

2.3. Detection phase: When Dijs sim>o,, concept drift is

detected. In this case, (a) remove all the frequent sequences

stored in cache_pattern, (b) set the starting point for mining to

the current timestamp, (c) shrink the window (using Eq.(11)).
3. Slide the window on the data stream.
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4.2. Time Complexity

The time complexity of the proposed method is
presented in Table 5. Accordingly, it is computed
as a function of the input size n, the number of
features k, the depth of the decision tree d, the
number of fuzzy sets on ith input F;, and the
cardinality of the region including the data points

R.

Table 5. Time complexity.
Step

Computations

Finding frequent sequences O(nkd)
Calculating dissimilarities O(n)
Discovering the type of changes O(nRF))

Total O(nkd + nRF,)

5. Experimental Results

In this section, the performance of the proposed
method is evaluated on twelve real-world datasets.
The detailed information of the collected datasets
is listed in sub-section 5.1. The experimental
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setup is covered in sub-section 5.2. Extensive
experiments are carried out in order to evaluate
the proposed method against five other methods.
These results obtained and their interpretations are
described in sub-section 5.3.

5.1. Datasets

The experiments are performed on twelve datasets
adapted for change detection in the distribution of
data. The characteristics of the datasets used are
presented in Table 6.

Table 6. Dataset characteristics.

#
Dataset sequenc . Address
e item
Cardiac 452 279 https://archive.ics.uci.edu
Arrhythmia ' T
Mushrooms 8,124 22 https://archive.ics.uci.edu
Spam 9,324 40(’)00 https://archive.ics.uci.edu
CTI 13,745 683 http://dampa.cdm.depaul.edu
FIFA 20,450 2,990 http://france98.com
BMSWebVie .
wi (Gazelle) 59,601 497 http://kdd.org
SEA .
Concepts 60,000 3 http://liaad.up.pt
MovielLens .
100K 100,000 1,682 https://grouplens.org
MovielLens 1,000,0 .
M 00 4,000 https://grouplens.org
Jester 4,100,0 100 https://grouplens.org/datasets/j
00 ester/
Ciao 278,483 99(’374 http://dvd.ciao.co.uk
MSNBC 989,818 17 http://archive.ics.uci.edu

5.2. Experimental Setup

The proposed method can be tuned dynamically
during the learning process. The window size w at
initialization is set to 5, and the thresholds oy, o,
are set to 0.1 and 0.4, respectively. For all
datasets, the numerical sequences are considered
as the features. As mentioned -earlier, these
sequences are the frequently occurring patterns
that are obtained using the method presented in
[31]. The adjustable parameter « is set to 0.5. The
extending factor A and the forgetting factor p are

set to 20%. Also the four criteria accuracy (see
Eq. (14)), precision (see Eqg. (15)), recall (see Eq.
(16)), and computational time are used as the
evaluation metrics.

accuracy = f +hy 14
y_tp+tn+fp+fn (14)
t
precision = —F (15)
t, +f,
recall = b (16)
t, +f,

where t, is the true positive (relevant item is
recommended), f, is the false positive (irrelevant
item is recommended), f,, is the false negative

(relevant item is not recommended), and t,, is the
true  negative (irrelevant item is  not
recommended). Besides, the computational time is
regarded as the averaged time required in order to
perform a computational process on an Intel
processor at 2.30 GHz with 4 GB of RAM.

5.3. Results and Interpretation

The experimental results are expressed in Tables
7-14. These tables indicate the classification
performance of the proposed method and five
other methods [13, 14, 17, 21, 22] in terms of the
accuracy, precision, recall, and computational
time. The quality of each method is evaluated by
the leave-one-out cross-validation method. In this
case, only one data point is picked as a test set.
Then the method is performed on all the

remaining, complementary instances, and
evaluation is carried out.
Table 7. Accuracy (%).
Propose
Dataset [14] [221 [171 [21]1 [13] d
method
Cardiac 560 580 645 516 571 .o
Arrhythmia 1 4 3 1 9 @)
(5) 4 2 (6) 3)
666 714 715 711 721
Mushroom 7 3 1 4 1 7?59
(6) 4 3) (5) )
575 485 572 542 582
Spam 4 7 4 9 3 6?537
3 (6) (@) (5) 2
713 712 714 761 734
cTI 5 8 3 9 5 7%"1‘)‘2
5) (6) 3) @ 2
555 54.6 552 51.8 59.3
FIFA 7 4 6 5 1 6?{‘)’8
3 (5) (@) (6) 2
BMSWebvie 019 493 532 350 637 oo
wil (Gazelle) 2. 2 > 6 6 o
6] (5) 3) (6) 2
645 625 729 541 679 oo
SEA Concepts 8 0 2 7 2 (é)
(®) (5) 1) (6) (3)
MovieLens 58.7 608 67.5 581 680 oo
100K 8 1 ! L2 @A)
3) 4) (2) (6) (1)
MovieLens 7.9 647 629 592 721 o o
™M 2 6 1 3 1 M
3 4 () (6) 2
735 61.6 59.8 605 70.7
Jester 3 5 3 4 4 8%33
(2) 4 (6) (5) 3)
569 558 542 576 681
Ciao 5 5 5 0 4 7((’538
4 () (6) 3 2
596 594 647 546 67.8
MSNBC 9 1 2 0 5 7?52
4 O] (3) (6) 2
Averagerank 392 475 35 508 217 15

Table 8. Results of HSD test for accuracy.

Method Average accuracy Significance from
[14] 62.04 Proposed method
[22] 59.86 Proposed method
[17] 62.95 Proposed method
[21] 57.03 [13], Proposed method
[13] 66.57 [21]
Proposed method 72.08 [14], [22], [17], [21], [13]
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Moreover, since the average rank provides a
reasonable comparison of the methods, the
performance of each method is ranked. The best

result is highlighted

in bold. Furthermore,

ANalysis Of Variance (ANOVA) (specifically,
Difference
(HSD)) test is employed in order to show the
meaningfulness of the experiments. ANOVA

Turkey’s

promises

rejection

Honestly  Significance

of

experiments'

meaningfulness as the null hypothesis, which
supposes that there is no noticeable difference

between pair of methods.

One method is accepted as a distinguished one if
the null hypothesis becomes refused at a 5%
significance level.

Table 9. Precision (%b).

Table 11. Recall (%).

Propose
Datasetname  [14] [22] [17] [21] [13] d
method
Cardiac 527 411 421 296 420 66.67

6 3 3 3 1

Arythmia = oy 6 @  ©® @ Y

573 659 703 714 69.6
Mushroom 2 7 6 3 5 61.14

© @& @ o @ ©

66.3 543 578 56.2 489
Spam 7 2 0 5 2 50.04

W @ @ o @ ©

651 649 622 653 602
CTI 8 0 8 4 8 6‘(337
G..4a .6 @ @6

51.3 506 471 461 60.7
FIFA 4 5 7 5 7 61.54

@ @ 6 ©6 o W

BMSWebVie 381 310 361 324 837 86.49

8 6 4 3 4
wl (Gazelle) @3) (©) @) (5) @) @)

711 703 746 578 678 69.82
SEA Concepts 7 3 5 9 3 ("1)
@ . & O © O

. 437 516 628 523 616
MovieLens 2 3 5 8 6 59.73

100K 3

® 6 o @ @ ©
MovieLens 63.8 70.5 715 57.9 68.7 72.47

" 7 4 4 9 5 1)

). .3 .2 . (©).. (@

653 712 702 580 68.0 74.02
Jester 9 6 2 4 3 @)
®. @ B 6 @

459 54.2 49.0 58.5 49.8
Ciao 4 1 8 4 5 .2

G @ © @ @

589 618 708 56.8 485

MSNBC 8 1 5 2 6 8633
@ B @ (6. ®
Averagerank 375 3.83 3 4.33 4 2.08

Propose
Dataset [14] [22] [17] [21] [13] d
method
Cardiac 51.7 52.1 61.9 419 51.2 60.15
Arhythmia 2 S 0T T @
@....@ (1) (6) ®)
504 555 545 544 532 66.87
Mushroom 8 6 5 8 1 (i)
(O ®) 4) ®)
52.3 45.6 52.6 49.9 71.0
Spam g8 2 3 1 1 765)33
G ) @) ®) (2)
50.7 518 503 57.0 508
cTI 8 6 5 0 4 589
®)....2 (6) @) 4)
538 520 534 497 56.9
FIFA 5 9 0 7 3 G%i‘;“
3) (5) 4 (6) (2)
BMSWebVie 500 46.6 511 318 56.0 62.75
wl (Gazelle) 6 ! 2 4 2 1)
) (5) 3) (6) (2)
53.8 51.8 61.5 44.3 54.3 56.92
SEA Concepts 5 5 4 2 0 (é)
) (5) (1) (6) 3)
MovieLens 51.7 53.8 60.8 50.2 61.3 58.83
100K o5 12 8 )
5) 4 (2) (6) @)
MovieLens 51.2 52.8 52.3 514 54.7 61.93
M 9 6 5 5 3 o
(6) (3) 4 5) (2)
537 503 534 520 533
Jester 3 2 8 4 4 6?34
(2) (6) (3) 5) )
51.7 50.3 48.7 51.6 71.3
Ciao 9 5 3 1 6 6‘(‘55
3) (5) (6) 4 (1)
50.9 50.6 55.2 45.7 70.1
MSNBC 4 5 1 2 7 7?3"’
4) (5) (3) (6) (2)
Averagerank  4.08 425 3.25 5 2.75 1.58

Table 10. Results of HSD test for precision.

Method

Average precision

Significance from

[14]

51.89

[13], Proposed method

[22] 51.15 [13], Proposed method

[17] 54.68 Proposed method

[21] 48.36 [13], Proposed method

[13] 58.71 [14], [22], [21], Proposed method
Proposed method 62.66 [14], [22], [17], [21]

The results of the accuracy comparison of the
methods are presented in Table 7. As shown
below, the proposed method has the average rank
1. Although the proposed method gains good
results for most datasets, it achieves rank 2 in
SEA Concepts and MovieLens 100K. Besides, it
takes rank 4 for the CTI data set. The results of
HSD test (see Table 8) illustrate the superiority of
the proposed method in comparison with the
competitors.

The precision results are presented in Table 9. As
shown below, the proposed method has the
average rank 1. Table 10 proves that the proposed
method is significantly better than all the
competitors except [13]. The results of the recall
comparison are listed in Table 11. As shown
below, the proposed method has the best average
rank. Table 12 reveals that there is a significant
difference between the proposed method and [21]
in terms of recall metric.As shown in Table 13,
the computational time has also been reported to
assess the dynamics of the proposed method. As
the average rank shows, the proposed method has
the second-lowest computational time. As shown
in Table 14, it is significantly better than [14].
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Table 12. Results of HSD test for recall.

Method Average recall  Significance from
[14] 56.68 -
[22] 57.32
[17] 59.59 -
[21] 53.57 Proposed method
[13] 60.84 -
Proposed method 69.10 [21]

Table 13. Computational time (s).

Propose
Dataset  [14] [221 [17] [21] [13] d
method
Cardiac 8%2 555'3 31'2 8124 6603  51.20
Arrhythmia 5 4 2
yt (6) @3) B () (@] (@)
%2 590 613 5943 5719 4223

Mushroom 3 3 4
© @ @ © @& O

834 661 315

AT
(5) 4 (1)
893 517 326 3,15 g578 4554
cTI 4 65 B0 B 5
(6) 4 2)
852 483 283 4617 g335 5134
FIFA 32 a0 T O @
(6) (2 (1)
BMSWebVie 9%'3 5%'3 3?1'2 8134 6411 5253
wl (Gazelle) ©) 3) o (5) 4) 2)
SEA 5%'7 3‘;‘1 2‘;7 2623 2520 2143
Concepts ® 6 © @) (3) )
MovieLens 813'2 62'2 4?'0 7321 4744 3612
100K ® @ @ 5) (3) 1)
MovieLens 921'5 7%'5 6?'0 8639 6504 7379
M 5 1 4
(6) @3) @) (5) 1) 4)
97.7 835 996 1081 1499
Jester 2 8 6 7 4 10(%')88
2 @ 3 @) (6)
Cino 6%2 4%2 3%'2 3523 4814 2634
(3 @] 1)
(6) ®) 2
MSNBC 625'3 43'3 2%4 3023 3209 2853
(3 @] 1)
(6) ®) 2
Average  soe 35 192 392 392 2
rank

Table 14. Results of HSD test for computational time.

Average computational

Method Significance from

time
[17], Proposed
[14] 82.63 method
[22] 56.66 -
[17] 42.96 [14]
[21] 64.30 -
[13] 67.80
Proposed
method 48.93 [14]

6. Conclusions and Future Works

Streaming recommender systems aim to predict
the next item from the sequential users’ online
behavior. The sequential data can be changed over
time; thus there is a pressing need for the methods
that adapt to these inconsistencies including
natural noise and concept drift. The present paper
designs a novel method for tracking the changes

211

and predicting the next preferences dynamically
in the streaming recommender systems. It
discovers the frequent patterns in the sequences;
then these patterns are utilized in order to obtain
the user-based similarities, and further, to predict
the best next item. A good tool to deal with the
inconsistencies could be the fuzzy rough set
theory because they are natively adapted to
imprecise, inconsistent, incomplete information,
which usually undermines the performance of the
recommender systems. Regarding the fuzzy rough
set theory, a three-phased strategy is designed for
discovering the changes in sequential patterns.
The proposed method is based on two main ideas:
(1) finding frequent sequences, and (2) utilizing a
classification task. The former leads to
explainable  sequences and removes the
uninformative data. However, it causes limited
scalability and data sparsity. Even though the
latter is easy to implement, its performance
depends on the performance of the classifier and
the quality of the selected features. The
experiments on twelve datasets demonstrate the
effectiveness of the proposed method in the
streaming recommender system area, in which it
outperforms in terms of accuracy, precision, and
recall. Also the performance of the computational
time is acceptable.

In the future works, the authors tend to improve
the computational time and utilize new data
resources such as demographic data in order to
reduce the adverse effect of cold start problems.
Moreover, the optimized concept drift adaptive
method is required to be investigated to further
improve the detection performance in this paper.
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