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Abstract

Facial expression recognition (FER), which is one of the basic ways of
interacting with machines, has attracted much attention in the recent
years. In this paper, a novel FER system based on a deep convolutional
neural network (DCNN) is presented. Motivated by the powerful
ability of DCNN in order to learn the features and image classification,
the goal of this research work is to design a compatible and
discriminative input for pre-trained AlexNet-DCNN. The proposed
method consists of 4 steps. First, extracting three channels of the image
including the original gray-level image in addition to the horizontal
and vertical gradients of the image similar to the red, green, and blue
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Learning. color channels of an RGB image as the DCNN input. Secondly, data
*iOfres_Pot‘dingh roodac aUtROVZ augmentation including scale, rotation, width shift, height shift, zoom,
o @ eu-sharood.acir (A horizontal flip, and vertical flip of the images are prepared in addition

to the original images for training DCNN. Then the AlexNet-DCNN
model is applied in order to learn the high-level features corresponding
to different emotion classes. Finally, transfer learning is implemented
on the proposed model, and the presented model is fine-tuned on the
target datasets. The average recognition accuracies of 92.41% and
93.66% are achieved for the JAFFE and CK+ datasets, respectively.
The experimental results on two benchmark emotional datasets show a
promising performance of the proposed model that can improve the
performance of the current FER systems.

1. Introduction

Facial Expression Recognition (FER) is a topic in
the field of pattern recognition, which includes a
wide range of applications such as multimedia,
treatment of mentally retarded patients, human-
computer interaction, and lie detection [1]. The
human face is one of the most important non-
verbal communication tools, and its variations
indicate the human's inner state, feeling, thinking
or even illness [2]. FER may face challenges such
as difficulties in finding faces in the scenes with
complex and varied backgrounds, face rotation,
exit the part of the face from camera view, and
extraction of facial features with natural and
artificial features such as beard or glasses [3].
Accordingly, reaching an accurate FER system is
often a challenging task, and requires a successful

extraction of the features and the appropriate
classification schemes.

In the recent years, many efforts have been made
in order to develop methods for FER. However,
there are still many challenges in increasing the
efficiency of these systems [4]. The major purpose
of an FER system is to identify the basic emotions
such as anger, fear, happiness, disgust, neutral,
sadness, and surprise from the human face [5].
The previous research works in the field of FER
have generally focused on extracting features such
as SIFT and LBP and classification algorithms
such as SVM, HMM, and GMM [6-11]. In the
recent years, with the advent of deep learning
networks and the acceptable results of these
networks in the field of image processing, many
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research works have been performed on feature
learning and image classification with these
networks [1, 12-14]. Many deep learning
algorithms such as Deep Belief Networks
(DBNs), Deep Convolutional Neural Networks
(DCNNs), and Long Short-Term Memory
(LSTM) have been introduced in order to learn the
features of FER [5, 15, 16]. Motivated by the
promising performance of deep learning
algorithms [17, 18], in this work, we aimed to
employ a deep learning model to develop an
effective facial expression recognition system. In
this way, the success of DCNNs in image
classification motivated us to use AlexNet-DCNN
in our FER system. In order to address this issue,
first, we have to provide an appropriate input for
AlexNet-DCNN, which is pre-trained on the large
ImageNet dataset [19]. This image should be quite
compatible in shape, size, and range of numerical
values to AlexNet in order to use the transfer
learning technique. AlexNet can learn high-level
features from the input image and classify them
according to the corresponding emotions.
However, instead of the red, green, and blue
layers of an ordinary RGB color image, our input
image is composed of the original gray-level
image, its horizontal gradient Gx, and its vertical
gradient Gy. Extensive experiments on the two
public emotional datasets JAFFE [20] and CK+
[21] demonstrate the promising performance of
our proposed method.

The main contribution of this work is to develop a
pre-processing stage providing a proper input for
AlexNet-DCNN. Since face wrinkles convey
important emotional features, we use horizontal
and vertical gradients of the original image
containing image details as the second and third
layers of the network input. In other words, the
proposed Gx and Gy are not only useful in
providing a fit-size input for AlexNet but also
enrich the network input in terms of the important
emotional cues of the face image. Finally, we
tuned the AlexNet-DCNN model under the
proposed model. The remainder of this paper is
organized as what follows. The proposed method
is described in Section 2. In Section 3, the datasets
used are introduced. In Section 4, the
experimental results and simulation are shown.
Finally, the conclusions and suggestions for the
future works are presented.

2. Proposed Method

The proposed facial expression recognition
method used in this work is based on a DCNN.
The suggested model is shown in Figure 1. This
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method consists of four steps: generation of the
DCNN input, data augmentation, the AlexNet-
DCNN model, and transfer learning on the
proposed model for emotion classification.

2.1. Generation of DCNN Input

The RGB color images contain 3 matrices of red,
green, and blue. In FER, colors do not contain
important information, so most papers have done
image processing in the Grayscale mode in the
field of FER [2]. On the other hand, most
benchmark emotional datasets have a limited
number of samples. Using DCNNs and obtaining
the desirable results, the datasets with a large
number of samples are required [22]. In order to
tackle this problem, the Transfer Learning (TL)
method is proposed [23-26]. This method uses the
weights of the networks that have trained on large
datasets, and good results have been achieved.
Using the weights of the pre-trained network on
the proposed model partially solves the problem
of the small-size dataset .The pre-trained networks
have been trained on the large ImageNet datasets
with over one million samples such as AlexNet
[19], VGG [27], ResNet [28], Inception
(GoogleNet) [29], and DensNet [30]. The inputs
of these networks are the RGB images consisting
of the 3 channels R, G, and B. Hence, the inputs
compatible with the networks must be provided to
optimally utilize these networks and obtain
accurate results. Accordingly, in the proposed
model, the original image gradient x, and gradient
y constitute three channels similar to the red,
green, blue (RGB) image representation as to the
DCNN input. This input is compatible with the
input of the AlexNet pre-trained network since
different emotions arise with changes in different
parts of the face in the horizontal axis direction
(x-axis) and the vertical axis direction (y-axis). It
is expected that using the gradient x and the
gradient y along with the original image can
provide a useful emotional information. In this
method, we extract three channels of image
(Origin Image, Image Gradient X, and Image
Gradient Y) similar to the RGB image
representation in a way that is compatible with the
AlexNet-DCNN input. This input is a matrix
consisting of 3 channels, where the channel arrays
are numeric in the range of 0 to 255. Figure 2
shows the Origin Image, Image Gradient X, and
Image Gradient Y in the CK+ and JAFFE
datasets. Figure 3 shows the generation of the
AlexNet DCNN compatible Input.
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Figure 1. An overview of the proposed method for facial expression recognition: (1) Three channels of image are extracted
similar to the RGB image representation. (2) The pre-processing stage and resized are performed, and the compatible
network input of Alexnet-DCNN is provided. (3) The AlexNet-DCNN model pre-trained on large ImageNet Dataset is applied
for learning the high-level features. (4) TL and fine-tuning is done in order to classify different emotions.
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Figure 2. Original Image, Image Gradient X, and Image Gradient Y in the (a) CK+, and (b) JAFFE datasets.

Estimation of The intensity gradient at a pixel in the value for one pixel and then shifting one pixel
the x and y direction, for an image f, is given by: to the right. Once the end of the row is reached,
we move down to the beginning of the next row.
of
a_xzf (x+Ly)-f (x-1y) (1) 2.2. Data Augmentation
of Data augmentation means increasing the number
—=f(x,y +)-f (x,y -1) (2) of samples by making changes in the current data
oy and adding new data to the original input signals.
Data augmentation is a powerful way to make
The image edges are the areas with strong data robust against some of the challenges such as
intensity contrasts. The gradient method detects the difficulty of finding faces in different scenes
the edges by looking for the maximum and as well as reducing the risk of over-fitting [31]. In
minimum in the first derivative of the image. The this work, we used scale, rotation, width shift,
edges can be detected using the Sobel filter. This height shift, zoom, horizontal flip, and vertical flip
filter detects the edges by calculating the gradient of the images in addition to the original images
of the image on each pixel. The Sobel filter has for training DCNN. Figure 4 shows the examples
two 3 * 3 kernels for horizontal and vertical of data augmentation in the JAFFE dataset related
changes (Gx and Gy). The Gx and Gy to the disgust emotion.

computations are:

101 101
Gy =|-2 0 2[*f Gy =|-2 0 2 |*f (3)

101 101
Where Gx and Gy are the horizontal and vertical — Nexet DCHN model
gradients of the original image, f. The Sign, *, 2T
denotes the convolution operator. In order to Figure 3. Generation of AlexNet DCNN compatible
compute Gx and Gy, the appropriate kernel input.

(window) moves over the input image, computing
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Figure 4. Examples of data augmentation in the JAFFE dataset related to disgust

2.3. AlexNet-DCNN Model

At this stage, first, pre-processing is performed
since the input size of AlexNet [19] is 227 x 227
x,3; all the dataset samples must be resized to 227
x 227 x 3.

2.3.1 AlexNet Architecture

AlexNet is a DCNN proposed by Alex
Krizhevsky and his colleagues. AlexNet won the
ImageNet ILSVRC-2012 competition. The The
ImageNet ILSVRC competition has been held
every year since 2010. Its purpose is to identify
and classify the large-scale images. The
participating networks must separate images with
1000 different classes. The criterion for measuring
the accuracy of networks is the top 5 class error
[19]. The AlexNet architecture consists of eight
layers, five convolutional layers and three fully
connected layers. The network uses two GPUs for
processing, and the size of the input image is 227
x 227 x 3. Table 1 presents the specifications of
the AlexNet architectural layers.

As shown in this table, In all the neurons' layers
and convolutional layers, the Rectified Linear
Unit (Relu) [32] activation function is used .The
Relu activation function can be expressed as
follows:

Xj X >0
Relu(xi):
0 X <0

(4)

Where x; is the i input to the current convolution
layer. The soft-max classifier is also utilized in
order to recognize the emotion according to the
learned features. The softmax activation function
can be calculated as follows:
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* 7 (5)

j=1

Where z; is the i weighted input sample after
passing the last layer in the DCNN model, and K
is the total number of samples in the last layer. In
the following, we introduce the computations and
principles of a convolutional layer, Transfer
Learning, and Fine-tuning, respectively.

Convolutional layer: In this layer, the CNN
network uses different kernels to convolve the
input image and the middle feature maps. This can
be denoted as:

ZG, ) =X@.J))ew,j) (6)
Z(i,j)=X@,])xW (i, j)=

_]_ _

aZ bzlx(s,t).w(ifs,jft) (7)
s=0t=0

here Z(i,j) denotes the (i,j) element of the result,
X(i,j) and W(i,j) denotes the input and convolution
kernel of sizeaxb , respectively.

2.4. Transfer Learning (TL)

In order to train the deep learning networks, a
large dataset is required. In cases where a small
dataset is available, the TL method is
recommended. In the TL method, the weights of a
trained network on the large dataset are
transferred to the target network. Thus, instead of
starting from an unknown point, training starts
from a point that is closer to the global minimum.

TL is a very effective way to train the deep-
learning networks on small datasets using a pre-
trained network [23, 24].
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Table 1. Specifications of the AlexNet architectural layers[17].

Layer Feature Map Size Kernel Size Stride Activation Function
Input 1 227x227%3 - - -
Convolution_1 96 55x55x3%96 11x11 4 RELU
Max pool 96 27%27%3%96 3x3 2 -
Convolution_2 256 27%27%3%256 5x5 1 RELU
Max pool 256 13x13x3x256 3x3 2 -
Convolution_3 384 13x13%3x384 3x3 1 RELU
Convolution_4 384 13x13x3x384 3x3 1 RELU
Convolution_5 256 13x13%x3x256 3x3 1 RELU
Max pool 256 6x6%3%256 3x3 2 -
Fully connected_1 - 4096 - RELU
Fully connected_2 - 4096 - - RELU
Out put - 7 - - SOFTMAX

Neutral
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Disgust Happy

Disgust

Surprise

_

Surprise

H

Sadness

Fear

Figure 5. Example of images from the JAFFE dataset with related emotions.
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Fear Sadness Neutral

Figure 6. Example of images from the CK+ dataset with related emotions.

2.4.1 Fine-tuning

The purpose of fine-tuning is to fine-tune the
parameters on the target network [26]. At this
stage, some layers are kept frozen and untrainable
as the initial weights and other layers remain
unfrozen and trainable.

AlexNet is a pre-trained network on the large
ImageNet dataset. At this point, AlexNet is fine-
tuned with the target dataset. The AlexNet model
has 1000 classes, while our proposed model for
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facial expression recognition has 7 classes. Thus
the fully connected layers are removed, and the
network is fine-tuned using a flatten and a dense
layer with 7 neurons. In Figure 7, the fine-tuning
of the proposed model is presented. As shown in
this figure, the layers of convl-conv4 are frozen
and untrainable. In the proposed model, the
AlexNet network weights are trained on the Large
ImageNet dataset for the convl-conv4 layers, and
the conv5 and fully connected layers are fine-
tuned.
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3. Emotional Facial Expression Dataset

The proposed method was evaluated on the two
public facial expression datasets of JAFFE and
CK+. The following is a brief explanation of these
datasets.

3.1. JAFFE Dataset

The Japanese Female Facial Expression (JAFFE)
[20] dataset is a public domain facial expression
dataset that contains 213 images of 10 different
individuals in 7 main facial expressions (6 basic
facial expressions + 1 natural mode). All images
are the Japanese women made by Kamachi and
Gyoba from the Kyushu University.

This dataset includes emotions of sadness, anger,
happiness, surprise, disgust, fear, and neutral. The
images are 256 x 256 gray level, in .tiff format,
with no compression [20]. A sample of the images
from the JAFFE dataset is shown in Figure 5.

3.2. CK+ Dataset

CK+ [21] is the extended Cohn-Kanade (CK)
dataset [33]. This dataset is a complete dataset for
the emotion-specified expression. The CK+
database includes 593 image sequences from 123
subjects. The images are of a combination of men
and women in the range of 18-50 years. 69% are
females and 31% are males. 81% are European-
American, 13% are African-American, and 6%
are of other races. The images are gray scale and
size 640 * 490 Pixel. A sample of images from the
CK+ dataset is shown in Figure 6.

4. Experimental Setup and Results

We tested the proposed model on the two
benchmark datasets JAFFE and CK+. The
proposed method was run on a laptop with
specifications of CPU-Intel Core i7-7500U,

VGA-GTX 960M (4GB), RAM-16GB
DDR4. The programming language was
Python3.6 and all simulations and

implementations were done in the Spyder
environment. The TensorFlow software and
Keras library [34] were employed in order to
design the DCNN model. The image
processing, data augmentation, and image
gradient calculation were performed using the
OpenCV library. The proposed DCNN model
included  AlexNet Network with 5
convolution layers. We adopted a dropout
technique with a rate of 0.5 to the first fully
connected layer. This technique reduces the
system complexity and thus the risk of
overfitting by the random removal of neurons.
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The proposed method was performed on the
training set with “Categorical Cross-entropy” as
The loss function. Learning rate = 0.001, betal=
0.9, and beat2 = 0.95). The best model based on
the validation accuracy was obtained with 200
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Figure 7. Block diagram of the fine-tuning proposed
model.

A 10-fold cross-validation technique was used in
order to evaluate the proposed model. According
to this method, the database was divided into 10
non-overlapping equal segments. In ten
successive independent experiments, one of the 10
segments was selected for validation, while the
other 9 segments were employed for training. It
guaranteed the contribution of all samples in
validation, while training was performed with an
acceptable amount of data [35].

Table 2 shows the fine-tuning procedure on the
AlexNet-DCNN  model.  Considering  the
architecture shown in Figure 7, initially, the
convolution_1 layer was frozen and the weights of
this layer were untrainable. This meant that the
AlexNet network weights were used for the first
layer and the other layers remained trainable. The
weights of these layers were randomly selected
and trained. In this step, the accuracy recognition
rates were obtained to be 76.25% and 78.68% for
the JAFFE and CK+ datasets, respectively.

In another experiment, the convolution_1 layer
and the convolution_2 layer were selected
untrainable (frozen), and the remaining layers
were kept trainable. In this experiment, the
accuracy recognition rates were obtained at
76.40% and 79.30% for the JAFFE and CK+
datasets, respectively. In the third experiment, the
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first 3 layers were untrainable and the rest of the
layers were trainable. In this case, the results
obtained were Dbetter than the other two
experiments.

Table 2. Recognition accuracies (%) using fine-tuned
AlexNet on the two datasets.

Method JAFFE CK+
Frozen Convl
& 76.25%  78.68%
Trainable other layers
Frozen Conv1+Conv2
& 76.40%  79.3%
Trainable other layers
Frozen Conv1+Conv2+Conv3
& 80.65% 81.12%
Trainable other layers
Frozen Conv1+Conv2+Conv3 +Conv4
& 83.35% 84.86%
Trainable other layers
Table 3. Best Recognition accuracies (%6).
Method JAFFE CK+
AlexNet+Origin Image_Input 83.35% 84.86%
AlexNet+3 channel (Origin Image,
90.10% 91.36%
Gy, Gy)_Input
AlexNet+3 channel (Origin Image,
Gy, Gy)_Input+ 92.02% 93.12%
Data Augmentation
Proposed metnod:[AlexNet+
3 channel (Origin Image, Gy,Gy)_Input+ 92.41%  93.66%

Data Augmentation+Dropout technique]

In this step, the accuracy recognition rates were
obtained to be 80.65% and 81.12% for the JAFFE
and CK+ datasets, respectively. In the last
experiment, from layer 5 onwards were trainable,
while the rest of the layers were kept frozen. In
this step, the accuracy recognition rates were
obtained at 83.35% and 84.86% for the JAFFE
and CK+ datasets, respectively. Our experiments
confirmed that when the datasets had a limited
numbe ther of samples, it was better to keep more
layers of the AlexNet DCNN network untrainable.
This reduced complexity and improved the
training process. In the next stage, we tested the
AlexNet model (Conv_1 to Conv_4 were frozen
and the other layers were trainable) on the
proposed model; is the results obtained are given
in Table 3. When the network inputs were original
images, the accuracy recognition rates were
obtained at 83.35% and 84.86% for the JAFFE
and the CK+ datasets, respectively. In the next
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stage, the three channels of image (Origin Image,
Image Gradient X, and Image Gradient Y) were
extracted similar to the RGB image as the
AlexNet DCNN input. This proposed input was
compatible with the AlexNet-DCNN network, and
improved the recognition rate to 90.10% and
91.36% for the JAFFE and the CK+ datasets,
respectively. The use of data augmentation
increased the recognition rate by 1.92% and
1.76% compared to the previous state for the
JAFFE and CK+ datasets, respectively. The best
recognition rate was obtained based on 3 channels
(Origin  image, Gx, Gy) _input, data
augmentation, and dropout technique. Using the
proposed method, the recognition rates were
obtained to be 92.41% and 93.66% for the JAFFE
and CK+ datasets, respectively. Figures 8 and 9
show the confusion matrixes based on the best-
proposed model for the JAFFE and CK+ datasets.
In the confusion matrix, while each row denotes
the true emotion, the columns denote the
recognized emotions. The diagonal of the matrix
shows the recognition rate of each emotion. As it
can be seen in Figure 8, the highest and the lowest
recognition rates for the JAFFE dataset are related
to the emotions of happiness and anger with
95.31% and 89.07%, respectively. As shown in
Figure 9, the highest and the lowest recognition
rates for the CK+ dataset are related to the
emotions of surprise and sadness with the rates of
95.50% and 91.01%, respectively. Figures 10 and
11 show the training accuracy and validation
accuracies on the JAFFE and CK+ datasets per
200 epochs, respectively. As shown in the figures,
the input data is well-trained to high accuracy, and
the validation data is converged to the input data.
The validation accuracies were obtained to be
92.41% and 93.66% on the JAFFE and CK+
datasets, respectively. Figures 12 and 13 show
the training loss and validation loss on the JAFFE
and CK+ datasets per 200 epochs, respectively.
The error rate was obtained to be about 0.6 for the
JAFFE dataset and less than 0.5 for the CK+
dataset. Training on the input data moved towards
a minimal error, and the validation loss almost
converged to the training loss. According to
Figures 10 to 13, it can be concluded that the
proposed model performed well on the JAFFE
and CK+ datasets, and acceptable results were
obtained. Table 4 lists some of the works on facial
expression recognition using the JAFFE and CK+
dataset so that we could compare our work fairly
with them. In [39] and [2], the recognition rates
on the JAFFE datasets were obtained to be
93.03% and 93.43%, respectively. Despite the
recognition rate of 92.41% obtained in the
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proposed model which was slightly lower than Training and validation accuracy
those, we gained the best recognition rate on the ol | i
CK+ dataset in comparison with the other studies.

As it can be seen in Table 4, the proposed method
is competitive with the state-of-the-art methods.

0.8

o
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o
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Dis | 92.18 | 0.00 3.13 1.56 3.13 0.00 0.00
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Figure 10. Training accuracy and validation accuracy on
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Figure 8. Confusion matrices on the JAFFE dataset;
average accuracy = 92.41%.
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Figure 11. Training accuracy and validation accuracy on

Dis | 92.70 | 2.25 1.68 2.80 0.00 0.57 0.00 CK+ dataset per epoch.
Training and validation loss
Sur| o057 168 | 0.00 | 057 | 0.00 | 1.68 40 e
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35
Hap| 0.00 | 894 | 9438 | 0.00 | 0.00 | 0.00 | 1.68 .
Sad| 225 | 168 | 0.00 0.00 | 0.00 =
% 2.0
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Figure 9. Confusion matrices on the CK+ dataset; Figure 12. Training loss and validation loss on JAFFE
average accuracy = 93.66%. dataset per epoch.
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Table 4. Comparison of the average recognition accuracy 20

(%) with the state-of-the-art works.

Average Recognition

Loss

Research work Accuracy (%) Method 10
JAFFE CK+
0.5 4
Huang et al.[36] 85.15 85.07 SRC+ Raw
pixel 0.0
Ying et al.[37] 89.7 86.65 SRC+ Raw 0 25 50 75 100 125 150 175 200
LBP Epochs
Du et al.[38] 89.45 90.72 M-CRT Figure 13. Training loss and validation loss on CK+
Sumaidaes et 93.03 90.62 Gabor dataset per epoch.
el : 5. Conclusions and Future Works
Ding et al.[2] 93.43 - Histogram + . . .
TFP In this paper, we proposed a new facial expression
Xie et al. [40] - 92.06 FRR-CNN recognition (FER) system using the pre-trained
Proposed Method 92.41 93.66 AlexNet
DCNN

266



Facial Expression Recognition based on Image Gradient and Deep Convolutional Neural Network

AlexNet DCNN. To this end, the dataset samples
should be adapted to the network input.

Here, we used the original image in addition to its
horizontal and vertical gradients as the red, green,
and, blue channels of an RGB image for the
DCNN input. The following conclusions can be
drawn from our experiments.

First, since face wrinkles convey important
emotional cues, the gradients of the original
image containing the image details are not only
useful in providing a fit-size input for AlexNet but
also enrich the network input in terms of the
important emotional features of the image. In
other words, considering the network input as
limited space for providing the essential
information for the system; in a FER system, the
optimum network input contains as much
emotional information as possible.  Our
experiments showed that the gradients of an
image could significantly increase the accuracy of
FER when they add to the original image.

Secondly, a large number of training variables
could lead to over-fitting. Thus, in the pre-trained
networks, the number of trainable layers should
be chosen according to the size of the dataset.
Furthermore, some methods such as data
augmentation and dropout technique could
improve the system performance by providing the
supporting data and prevent it from over-fitting.

As a future work, since our experiments show that
the most effective part of the system is input
preparation providing invaluable data for the
network, we plan to investigate transformations
that highlight the emotional cues of the image,
while removing the irrelevant features from the
input image. Ideally, an optimal network input

contains as much as possible emotional
information, while it is free from other
information.
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