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 Today, feature selection, as a technique to improve the performance of 

the classification methods, has been widely considered by the 

computer scientists. As the dimensions of a matrix has a huge impact 

on the performance of processing on it, reducing the number of 

features by choosing the best subset of all the features. It will affect the 

performance of the algorithms. Finding the best subset by comparing 

all the possible subsets, even when n is small, is an intractable process, 

and hence, many research works have approached to the heuristic 

methods to find a near-optimal solutions. In this paper, we introduce a 

novel feature selection technique that selects the most informative 

features and omits the redundant or irrelevant ones. Our method is 

embedded in PSO (Particle Swarm Optimization). In order to omit the 

redundant or irrelevant features, it is necessary to figure out the 

relationship between different features. There are many correlation 

functions that can reveal this relationship. In our proposed method, to 

find this relationship, we use the mutual information technique. We 

evaluate the performance of our method on three classification 

benchmarks: Glass, Vowel, and Wine. Comparing the results obtained 

with four state-of-the-art methods demonstrates its superiority over 

them. 
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1. Introduction 

In the machine learning techniques, classification 

problems have been considered by many 

researchers. In these problems, the objects are 

categorized into different classes according to 

their similarities or differences. The base of 

comparison between objects is their features. 

Each object is considered as a vector of 

characteristics, and will be compared with the 

other objects to be categorized in different 

classes. 

Today, by the progress of information retrieve 

techniques and tools, datasets with a large 

number of features and relatively few patterns 

are produced. A large number of irrelevant or 

redundant features may significantly decrease the 

accuracy of the learned models as well as 

increasing the computational complexity of 

building the model. 

 

This problem is called curse of dimensions. As a 

solution, the feature selection techniques are 

designed to reduce the dimensionality of the datasets 

by selecting the most informative features without 

losing important information for the classification 

task. They omit irrelevant and redundant features. 

The irrelevant features can mislead us and the 

redundant features add no new knowledge. Feature 

selection can improve the classification accuracy, 

and also reduces the number of features. 
Feature selection has many practical applications 

in different fields such as text categorization [1], 

face recognition [2], gene classification [3], 

cancer prediction [4], fraud detection [5], and 

recommender systems [6] . In order to find the 

optimal subset, one has to explore the power set 

of features whose running Time is  (  ), and 

hence, this is an intractable problem. 
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Hence, finding the optimal feature subset is 

computationally expensive and also impractical 

for even a moderate-sized feature set. Many 

feature selection algorithms involving heuristic 

techniques are presented to find the optimal or 

near optimal subset of features, the same as GA 

(Genetic Algorithm) [7] and GP (Genetic 

Programming) [8], PSO [9], ACO (Ant Colony 

Optimization) [10], memetic algorithms [11], and 

ABC (Artificial Bee Colony) [12]. ACO uses a 

graph to represent the search space such that 

features are encoded as nodes to construct a graph 

model. Each ant represents a feature subset [10]. 

In most ACO-based algorithms, nodes of the 

graph are fully connected. However, in [13], each 

feature was connected only to two other features. 

A binary set with length of the number of nodes 

that an ant will visit will be the final solution. In 

feature selection, the representation of each 

particle in PSO is a string, in which the length of 

string is equal to the number of features in the 

dataset. In the binary version, 1 and 0 represent 

the selecting and deselecting of the corresponding 

feature, respectively. In the continuous 

representation, where elements are the real-value 

numbers, a threshold   is usually used to 

determine the selection of a particular feature. If 

the value is larger than  , the corresponding 

feature is selected; otherwise, it is not selected. 
The length of the new representation is equal to 

the total number of features and parameters. The 

representation is encoded in three different ways: 

continuous encoding [14], binary encoding [15], 

and a mixture of binary and continuous encoding 

[16]. Also PSO has been applied to multi-

objective filter feature selection, where 

information-based theory [17] and rough set 

theory [18] have been used to evaluate the 

relevance of the selected features. These works 

showed that PSO for multi-objective feature 

selection provided multiple solutions to the users. 

Our proposed method is based on PSO with the 

objective of omitting the irrelevant or redundant 

features according to their relationship. 

In order to find the relationship between the 

features, we use the mutual information 

technique. We also implement our classification 

phase by applying the K-means algorithm. 

To omit the irrelevant and redundant features, we 

need a criterion to evaluate the relationship of a 

candidate feature along with the already selected 

features. Finding a relationship between two 

random variables is called correlation in statistics. 

The correlation methods like Pearson and 

Spearman estimate the linear relationship. In other 

words, it cannot determine all the relevant 

features and it does not satisfy all of our 

necessities. Mutual information [19] provides a 

more powerful tool for determining the 

relationship of variables. It measures the reduction 

of uncertainty in    after observing   . It can 

measure non-monotonic relationships and other 

more complicated relationships. Many feature 

selection algorithms have omitted the irrelevant 

features based on mutual information (MI) [20, 

21, 22]. 

The rest of this paper is organized as what 

follows. In Section 2, we point out the 

preliminaries and definitions that are used 

throughout the paper. The proposed method is 

described in Section 3. In Section 4, the results 

obtained are demonstrated and analyzed 

throughout figures and tables. As the final part, 

Section 6 concludes our research work and 

suggests some future works. 

 

2. Preliminaries 

2.1. PSO  

PSO consists of a population of particles in which 

each particle is a potential solution. After a 

random initialization of the population, each 

particle searches through the multi-dimensional 

search space with a special velocity, and updates 

its velocity and position based on two factors, its 

optimum place up to now and the best optimum of 

all the population. Suppose that D represents the 

dimension of a search space,    ( ) represents the 

position of the i'th particle at the d'th dimension, 

and   ( ) is the velocity of the i'th particle. The 

best previously visited position (up to time t) of 

the i'th particle is represented by   
     and the 

global best position of a swarm is denoted 

by   
      Also              are fixed random 

numbers for learning the process. Then the 

particle’s velocity is updated as follows: 

      

  

1 1

2 2

1 best

id id i id

best

g id

v t v t c r x x t

c r x x t

   

 
 

(1) 

 

 

and the position of each object is updated by: 

     1 1id id idx t x t v t     (2) 
 

In the proposed method, each position is a vector 

with the size of the number of features, in which 

the presence or absence of feature    is 

represented by 1 or 0 in the i'th element of vector, 
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respectively. The changes in particle velocity can 

be interpreted as changes in the probability of 

finding the particle in one state [23]. 

 

2.2. Mutual Information 

As mentioned earlier, we need a tool to find out 

the relevancy between the features, and then we 

can recognize the irrelevant features in order to 

omit them. In order to understand how much one 

random variable knows about the mutual 

information as a benchmark, it is defined as 

follows: 

     , |I X Y H X H X Y   (3) 
 

 

By increasing the mutual information between 

two variables, the uncertainty between them 

decreases. Hence, a zero mutual information 

between two random variables shows their 

independency. This technique will help us to find 

out which features are not enough informative to 

be selected because of the other previously 

selected features that have almost the same 

information. 

 

2.3. K-means 

One of the most famous algorithms in clustering 

and classification is K-means. This algorithm 

selects K points randomly as the initial centers. 

Then in an iteratively loop, for each object finds 

the closest center and assigns the object to that 

class. After all objects are assigned to an 

appropriate class, the center of each class is 

recalculated. This process is repeated until the 

centers converge. The K-means algorithm is 

shown in Algorithm1
 

 

3. Proposed Method 

The proposed method consists of three main 

phases: initialization phase, iteration phase, and 

finding and evaluating the best subset of features. 

In the rest of this section, we will explain each 

phase in detail, and in Section 3.4, the final 

algorithm is presented. 

 

3.1. Initialization Phase 

As a pre-process operation, the dataset is divided 

into two subsets of objects randomly, one as the 

train set with 80% of objects and the other as the 

test set with the remaining 20% of objects. This 

operation is implemented 5 times, and each time 

the algorithm will learn with train set and then its 

accuracy will be evaluated by the test set. The 

average of these five iterations will be reported as 

the final accuracy. 

The mutual information between all pairs of 

features will be calculated by (3) and saved in a 

matrix named   . Thus         represents the 

mutual information between two vectors    and 

  such that    is the i'th column of the dataset. 

      is set as the number of the desired 

particles. Then for each particle p,    is initialized 

randomly.    is a binary vector with size of the 

number of all features, in which the value of the 

i'th element shows the presence or absence of    

in    . For example, suppose that there are 5 

features in the main dataset if particle 1 has a 

vector as:  

[1 0 0 1 1] Then:           which means that 

this particle chooses   ,    and     as the selected 

features. As mentioned earlier, each one of these 

vectors is a potential solution that should be 

updated and modified gradually. Each particle 

also has a velocity vector with the same size of X, 

which is initialized with a random set. This vector 

is the base of movement of X in each direction.  

 

Algorithm 1. K-means. 

               
 

  
∑  

 

   

      

Input: N objects{           } to be clustered, k: the number of clusters. 

Output: k clusters  

 Randomly select k objects as initial cluster centers (          ). 

 Repeat until centers converge: 

o For each object     

 Calculate the distance of    and each cluster center:  (     )  √∑ (       ) 
    

                                                    #  (     ) is the distance between    and   and   is the dimension of data. 

 Assign each object to the closest cluster. 

o For each cluster    
 Compute the mean of objects in cluster   as the new cluster centers as:  

          #       is the number of objects in cluster    and      {
                               
                                          

 

           Set    as the new center of cluster.  
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3.2. Iteration Phase 

This phase, as the heart of our algorithm, consists 

of three steps that are implemented for each 

particle. This iteration phase is iterated           . 

The steps of this phase are as follow: 

Step 1. Updating step: The vector    is updated as 

(2). Then if V is greater than a threshold,   is set 

to 1; otherwise, it is set to 0. 

Step 2. Omitting redundant or irrelevant features: 

The sum of the mutual information between all 

the features present in    is calculated, and if it is 

greater than the average of matrix MI, a redundant 

feature should be omitted and another feature with 

minimum similarity to the other selected features 

should be added instead.  

Step 3. Calculating the fitness function: The 

feature subset that is selected by each particle 

should be evaluated, and based on the result 

obtained, the local best and global best should be 

updated. In order to evaluate this subset, we use 

the 5-fold technique on the train set. The train set 

is divided into two subsets, 80% of objects as the 

sub-train and the other 20% as the sub-test. For 5 

times, each time the K-means is implemented on 

the objects of the sub-train with only the selected 

features in   , and after this learning phase, it is 

implemented on the sub-test. The mean of this 5 

times is regarded as the fitness of the 

corresponding particle  (  ). This fitness is 

compared with the fitness of the local best   
     

and global best,   
     .The local best is the state 

of    with maximum fitness up to now. The 

global best is the state with maximum fitness 

among all features. 

 

3.3. Finding and Evaluating the Best Subset 

After performing the 3 previous steps,      times, 

the global best is reported as the selected features. 

The selected features are trained with the train set 

and evaluated with the test set in the 5-fold 

method. 

At this stage, the accuracy of the classified test set 

is computed, and the mean accuracy will be 

calculated as the final output. The proposed 

algorithm is presented in Algorithm2.
 

Algorithm 2. The proposed algorithm. 

Input: The matrix of data 

Output: The subset of selected features 

 Repeat 5 times: 

o Divide data into 80% train and 20% test. 

 Compute matrix MI by computed the MI between all pairs of features Fm and Fn by (3) 

      Set NCmax , Niter,   

      For each i in 1: NCmax: 

 Randomly set the binary vector Xi 

 Randomly set the binary vector Vi 

      For each t in 1: Niter: 

 For each i in 1: NCmax: 

o  Update all dimensions of vectors Xi, Vi 

o  Compute   ∑ ∑                   

o  If S>  : find the m and n witch    and    is maximum. 

o  Substitute one of them with a    of minimum mutual information with the other one. 

o  #Now we use 5-fold technique to evaluate each vector X to update local and global 

optimum. 

o  #  
    is the best of vector Xi and   

     is the best of all vectors. 

 For 5 times: 

o Divide “train data” into 80% sub-train and 20% sub-test. 

o Implement K-means on sub-train with the features selected by Xi . 

o Implement K-means on sub-test with the features selected by Xi and compute result. 

o Compute Fitness(Xi) as the average result of these five runs. 

o Update   
     and   

    . 

 Return   
    as the final selected features. 

 

4. Experimental Results 

We evaluated the performance of the proposed 

method on 3 classification benchmark datasets: 

Glass, Vowel, and Wine, given in table 1. 
 

Table 1. Characteristics of UCI datasets used for 

evaluating the proposed method. 

Name                                   

Vowel 10 528 11 

Glass 9 214 6 

Wine 13 178 3 
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This algorithm was implemented on MATLAB 

2008 on a cori7 system with 8G RAM. We run 

our algorithm 20 times (        ) and 

compared the results of our proposed method with 

three meta-heuristic methods, ACO, GA, and PSO 

feature [25] selection methods, and also with the 

case without feature selection. This comparison is 

demonstrated in table 2. In the Vowel dataset, our 

proposed method gained an average accuracy of 

91%, which was much more than the other three 

algorithms and the case without feature selection. 

In the Glass dataset, the average accuracy was 

98%, which was better than the best of the others 

and the case without feature selection. And 

finally, in Wine, the average accuracy, 93%, was 

very close to the best case. 

Table 2. Average accuracy of the proposed method in 

comparison with 3 other feature selection methods and 

the case without feature selection. 

Name Proposed 

method 

ACO GA PSO Total 

features 

Vowel 91% 70% 64% 70% 71% 

Glass 98% 92% 92% 94% 96% 

Wine 93% 74% 84% 95% 97% 
 

5. Conclusion 

Nowadays, the progress of information techniques 

leads to obtain high-dimensional datasets with 

many different features. This phenomenon, which 

is called curse of dimensions, can cause some 

challenges like intractable complexity or 

misleading information. The feature selection 

techniques are designed to reduce the 

dimensionality of the datasets by selecting the 

most informative features without losing 

important information for the classification task. It 

omits the irrelevant and redundant features. In this 

paper, we proposed a new method based on PSO 

and mutual information for feature selection. 

PSO, as a heuristic algorithm, can reduce the 

complexity and obtain a near-optimal solution. 

Mutual information can help us to distinguish the 

relationship between the features and choose the 

most informative of them. 

The algorithm was implemented on three datasets: 

Vowel, Wine, and Glass. The results obtained 

were compared with 3 meta-heuristic methods, 

ACO, GA, and PSO, and also with the case 

without feature selection. The results obtained 

show its superiority over them. 
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 چکیده:

واقع شده است. از ی یادگیری ماشین توجه بسیاری ازعلاقمندان حوزه بندی، موردطبقهامروزه انتخاب ویژگی، بعنوان روشی برای بهبود کارایی متدهای 

انتخداب بهتدرین  هدا بداکه در پردازش و انجام عملیات برروی یک ماتریس، ابعاد یک ماتریس نقش مهمی را ایفا میکندد، کداهش تعدداد ویژگدیآنجایی

تمدامی  یاسدتفاده از مقایسده بدا داشت. از سدویی یدافتن ایدن بهتدرین زیرمجموعده ها خواهدها تاثیر بسزایی در کارایی الگوریتمی ویژگیمجموعهرزی

زیادی تلاش  باکارهای تحقیقاتیرو باشد. از اینفرسا میمجموعه کوچک باشد نیز کاری طاقت اندازهکه های ممکن با یکدیگر، حتی هنگامیزیرمجموعه

ه بیابند. دراین مقاله ما روشی جدید برای انتخداب ویژگدی معرفدی حلی نزدیک به بهینه برای این مسالابتکاری راههای فرااستفاده از روش اند که باکرده

هایی که کمتر اطلاعات جدیدی برای ارائه دارند، یدا حتدی حداوی  اطلاعدات پردازد و ویژگیهایی با بیشترین اطلاعات میایم که به انتخاب ویژگیکرده

ای از ویژگی ها کده نزدیدک بده بهینده د. دراین  روش پیشنهادی برای یافتن زیرمجموعهکنرمجموعه حذف مییکننده یا نامرتبطی هستند را از زگمراه

های نامرتبط یا اضافی نیاز است که ارتباط میان ویژگدی هدای ایم. همچنین بمنظور شناسایی ویژگیسازی ازدحام ذرات رفتهسراغ روش بهینهد، بهنباش

ایدم. درپایدان بدرای محدک و ارزیدابی روش پیشدنهادی، متقابل اسدتفاده کدرده مبستگی، از روش اطلاعاتمختلف کشف شود. از میان توابع گوناگون ه

ی امدروزی، ی نتایج بدست آمده با چهار روش شدناخته شددهایم. مقایسهسازی کردهپیاده  Wineو  Glass, Vowelداده های روی پایگاهالگوریتم را بر

 باشد.لای روش پیشنهادی میبیانگر قدرت و کارایی با

 ن.یادگیری ماشی بندی،طبقهمتقابل، بهینه سازی ازدحام ذرات،  انتخاب ویژگی، اطلاعات :کلمات کلیدی


