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 Today, video games have a special place among entertainment. In this 

work, we have developed an interactive video game for mobile 

devices. In this game, the user can control the game’s character by his 

face and hand gestures. Cascading classifiers along with the Haar-like 

features and local binary patterns are used for hand gesture recognition 

and face detection. The game’s character moves according to the 

current hand and face state received from the frontal camera. Various 

ideas are used to achieve the appropriate accuracy and speed. Unity 3D 

and OpenCV for Unity are employed in order to design and implement 

the video game. This game is written in C#, and developed for both the 

Windows and Android operating systems. The experiments show an 

accuracy of 86.4% in the detection of five gestures. It also has an 

acceptable frame rate, and can run at 11 fps and 8 fps in Windows and 

Android, respectively. 
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1. Introduction 

Video games are among the most popular 

entertainments, and are growing day by day. An 

interesting idea for today's games is to control 

them by the user body interaction. For example, in 

PlayStation and Xbox consoles, the users can 

control the character of some games with their 

hands and head. Such games are a fun sport, 

especially in today's life, where many people have 

little physical activity and mostly sit at the table 

for long hours. Commercial game consoles are 

expensive and only can be used with a monitor or 

TV. On the other hand, the new generation of 

children and adolescents are more interested in 

mobile games. They spend most of their time with 

their smartphones or tablets. If mobile games can 

communicate with the user gestures, they will 

help our kids and teens to practice physical 

activities while using their smartphones, and this 

will make them healthier.  

In this research work, we intend to design a game 

that the users can play with their mobile phones 

and transfer all commands to the game 

environment through the movements of their 

heads and hands. In this game, the character in the 

game has to go through a path that includes 

various obstacles and reach the end. In order to 

play this game, we are required to have an 

Android smartphone or a Windows device that 

has a frontal camera. The game has a 3D graphics 

environment, and is developed in Unity 3D. 

The rest of this paper is organized as follows. The 

related research works are reviewed in Section 2. 

Section 3 presents the details of the proposed 

algorithm based on cascade classifiers. The 

experimental results and comparison with other 

works are discussed in Section 4. Finally, the 

conclusion is presented in Section 5. 
 

2. Related Works 

Various articles have been published in the field 

of face and hand gesture recognition that have 

been implemented on various platforms. Sarkar et 

al. [1] have used a deep neural network to identify 

faces using a mobile phone. Features have been 

extracted from the outputs of the first 5 layers of a 

pre-trained AlexNet network. Sliding windows of 

different sizes are employed in order to identify 
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faces in different scales. This method is very slow 

and cannot be used for the real-time applications. 

Chen et al. [2] have used the Haar-like features 

for hand gesture recognition. In this article, four 

hand gestures have been identified using the 

Viola-Jones method. Positive samples are 

provided by a single person with 450 samples for 

each hand movement. Also 500 images that do not 

include hand movements are selected for negative 

examples. This method is claimed to be real-time 

but the results obtained show the opposite. It 

requires about 300 ms for a single posture 

recognition in a frame. Since they recognize four 

postures, the total required time is more than 1 s, 

which is definitely not real-time.     

Khodabakhsh et al. [3] have classified hand 

movements using the image processing 

techniques. These gestures include numbers 1 to 

5, punch, confirmation, top, bottom, right, and 

left. They change the color space of the image into 

the YCbCr space. This is performed due to the 

importance of colors in hand detection. In the next 

step, the hand area is located through the 

background subtraction and the color 

segmentation method. Then they find the smaller 

parts of the hand. This method can process 2 

frames per second, which is not suitable for real-

time applications. 

A group of articles in this field have designed a 

video game using the Kinect sensor to control the 

game’s character [4-6]. Qingtang et al. [4] have 

developed an interactive game in which the speed 

of the character decreases whenever the user 

bends backward and increases whenever he bends 

forward. They used the Kinect SDK for gesture 

recognition, and did not propose a novel 

algorithm. Zhu et al. [5] have proposed a hand 

gesture detection system that can track the 

movements of both hands and identify their 

gestures to control a video game. In this research 

work, some regions of interest have been 

proposed to reduce the processing time. Farzin 

Nezhad et al. [6] have designed a sports game that 

uses the Kinect sensor to perform the right ping 

pong exercises without the presence of a coach. 

This game has been designed using the Unity 

software, and no explicit novelty has been 

proposed. 

Elrefaei et al. [7] have developed a real-time face 

recognition system for criminal detection. The 

police use a smartphone camera to record a video 

of the suspect. The detection and tracking 

operations are performed on the user side. The 

video frames including the detected and tracked 

faces are then sent to a server. There is a face 

recognition system on the server based on the 

Viola-Jones algorithm [8]. The identified person's 

personal information is then sent to the police 

smartphone. 

Mao et al. [9] have used deep networks in order to 

identify objects so that the network can be run for 

embedded applications in real-time. They 

developed a lightweight network based on 

YOLOv3 called Mini-YOLOv3. The proposed 

network is twice as fast as YOLOv3, while its 

accuracy does not differ significantly. In another 

research work, Nanda [10] has also developed a 

system based on YOLOv3 for sign language 

translation. Although YOLOv3 has a very good 

performance for object detection and 

classification, it has a very low speed, especially 

when dealing with mobile devices. Fang et al. 

[11] have tried to improve the speed and accuracy 

of YOLOv3-tiny to be suitable for the low-power 

devices. In order to achieve an efficient object 

detection model for environments with 

limitations, with the origin of YOLOv3-tiny, the 

Tinier-YOLO model is suggested in this paper. 

This model has lower parameters, while it has a 

better accuracy and is more suitable for real-time 

applications. 

Karabasi et al. [12] have proposed hand gesture 

recognition for deaf-mute communication based 

on mobile phones, which can translate sign 

language using HSV color space. Lahiani et al. 

[13] have proposed a hand gesture recognition 

system for Android devices. They have used 

color-based hand segmentation and median filter 

for smoothing, and finally, a Support Vector 

Machine has been employed as the classifier. 

In [14], the YUV color space was used with the 

help of the CAMShift algorithm to distinguish 

between the background and skin color, and the 

naïve Bayes classifier was implemented to assist 

with gesture recognition. The proposed system 

faces some challenges such as illumination 

variation, where light changes affect the result of 

the skin segment. Other challenges are the degree 

of gesture freedom that affect directly the output 

result by rotation change.  

Mao, Mazzia, Fang, and their colleagues [9, 11, 

15]  have used deep neural networks in their 

works, and have achieved great results on Nvidia 

graphic cards that support the CUDA framework. 

These methods are almost real-time on these 

GPUs; however, they cannot be used in embedded 

devices that usually do not have such graphic 

cards. 
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Rautaray et al. [16] have proposed a hand gesture 

recognition system including detection, tracking, 

and recognition module. The detection and 

tracking part of the proposed algorithm is 

separated. They have also used background 

subtraction, which will cause the system to crash 

if the user holds his hand steady. 

Hosseini et al. [17] have proposed a hand gesture 

recognition for sign language. They used the 

mean-shift algorithm to track and background 

subtraction to separate moving parts. They also 

used thresholds in order to find the hand area. The 

use of background subtraction and thresholding 

has improved the execution speed but has reduced 

accuracy. 

Among all the methods used for gesture 

recognition, algorithms based on Viola-Jones 

require fewer computations, and are a better 

choice for real-time applications. Therefore, these 

methods are still popular. In this work, we also 

used several cascade classifiers based on the 

Viola-Jones algorithm. The details will be 

presented in the next section. 
 

3. Proposed Algorithm 

3.1 Viola-Jones Classifier 

The Viola-Jones-based object detection is among 

the first object detection algorithms that could be 

used in the real-time applications. Some 

specifications such as simplicity, reliability, and 

implementation in image processing libraries like 

OpenCV have made it quite popular, and today, it 

is widely used for face detection [18-21].  

The Viola-Jones algorithm contains three key 

components [8]: 

 Integral images for rapid feature 

computation. 

 Adaboost to create strong classifiers (also 

known as feature selection). 

 Combining the selected features into a 

cascade structure to get a cascade classifier. 

It is the cascade structure that makes the classifier 

extremely rapid.  The cascade structure allows 

vast regions of the image to be discarded with a 

minimum effort, focusing a heavier computation 

on the most promising regions. This is why the 

Viola-Jones framework is still popular. You can 

attach any feature descriptor into the Viola-Jones 

framework or use any form of AdaBoost while the 

approach remains the same.  

Another advantage of this algorithm compared to 

the convolutional neural networks or deep 

networks is the amount of space required to run it. 

Given that the convolutional neural networks 

require multiple pass-throughs, and therefore, 

store large amounts of information, CNNs require 

much more space locally than the Viola-Jones 

algorithm. This becomes important when we are 

looking to implement the face or gesture detection 

algorithms in mobile devices, where the storage 

capacity is more limited than a computer. 

Based on the above, we also use the Viola-Jones 

algorithm for our gesture recognition tasks. 
3.2 Feature Extraction 

The character in the video game is controlled by 

the user's face and three hand movements. Also 

the user's face image must be in front. The user's 

hand gestures include:  

 Palm up 

 Palm to the right 

 Palm to the left 

Two different types of features are extracted from 

images including the Haar-like and LBP
1
 features. 

Both are fed into the Viola-Jones cascade 

classifier. They differ in the training time, 

accuracy, and processing time. The LBP-based 

cascade classifier is somewhat faster but is less 

accurate than the Haar-like features. 

The function of LBP [22] is to label the pixels of 

an image by comparing the central pixel of each 

window against its 3×3 neighbors and assigning 0 

or 1 based on this comparison. Finally, the binary 

code of the neighboring values is saved as a 

feature (Figure 1). These numbers are then 

represented as window representation, and a 

histogram is generated. 

 

Figure 1. Algorithm of the local binary pattern. 

The Haar-like features use rectangular features 

that are computed from two, three, and four 

adjacent rectangles. In the case of two rectangles, 

the feature is computed as the difference between 

the sum of the pixels in the two rectangles. The 

features associated with three and four rectangles 

are calculated similarly (Figure 2). The sum of the 

pixels in the white rectangles is subtracted from 

the sum of the pixels in the red rectangles. 

                                                      

1 Local Binary Patterns 
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Figure 2. Four sets of rectangles in the Haar-like feature 

extraction. 

3.3 Face Detection and Gesture Recognition 

Since in our interactive game, the player that 

controls the game character is near the frontal 

camera, its face is almost big and clean. Thus, we 

perform face detection using the LBP feature, 

which is faster than the Haar-like features. For 

this, the whole image is scanned at different 

scales, and face candidates are found and the best 

face is selected as the final face. 

Having the face detected, it is time to recognize 

the hand gestures. In this step, we used the 

following idea to reduce the calculations:  

When playing a video game, the user must be in 

front of the mobile phone and play the game with 

his face and hand movements. Naturally, the 

hands are always located at the bottom of the face 

and on both sides. We used this idea to reduce 

computations. After detecting the face position, 

we define two ROIs
1
 in the image according to the 

face location. Now, hand gesture recognition is 

performed only in these ROIs, as shown with red 

boxes in Figure 3. 

 

Figure 3. ROIs for detecting hand gestures (red boxes). 

We trained four cascading classifiers in this work: 

 Face detector  

 Palm up detector (Palm-up) 

 Palm to the right detector (Palm-right) 

 Palm to the left detector (Palm-left) 

                                                      

1 Region of Interest 

The training process uses a large number of 

positive and negative images as well as two types 

of features. These parameters along with two 

parameters used for the test are shown in Table 1. 

In this table, the number of stages is related to the 

number of cascade stages in the training phase. 

The Min neighbor parameter specifies how many 

neighbors each candidate rectangle should have to 

retain during the detection phase. The scale factor 

parameter specifies how much the image size is 

reduced at each image scale. Positive images are 

those images that contain the object of interest, 

e.g. palm-right, and negative images are samples 

that do not include the object of interest. 

Table 1. The training and test parameters of the 

classifiers. 

 
Classifier Face  Palm-up  Palm-left Palm-right 

No. of features 139 420 335 606 

No. of stages 20 20 18 20 

Feature Type LBP Haar Haar Haar 

No. of negative 
images 

1500 5000 5000 5000 

No. of positive 

images 
3000 2000 2000 2000 

Sample size 24×24 24×24 24×24 24×24 

Min Neighbor 

(test) 
2 2 2 2 

Scale factor 

(test) 
1.1 1.1 1.1 1.1 

 

Implementation of cascade classifiers in OpenCV 

allows us to train a multi-class classifier to 

recognize all classes simultaneously. However, 

our experiment shows that in this way, the 

cascade classifier slows down. In other words, the 

fewer classes in the classifier, the less time it 

would take to process an image and perform 

classification. Thus, we decided to train separate 

classifiers for our classification tasks.  

Suppose that the time required to process a frame 

in a three-class classifier is 3 times the processing 

time of a frame in a single-class classifier: 

 Prediction time of a single-class classifier:   

 Prediction time of a three-class classifier:    

For the multi-class classifier, the gesture 

recognition will be as shown in Figure 4. As one 

can see here, after generating ROIs, the hand 

gesture is detected in the right area. This process 

will take 3 units of time (3t). However, if no 

gesture is found in the right area, the search is 

continued in the left area, and it will take the same 

time (3t) that means the maximum required time 

is 6 units of time (2 × 3t = 6t). On average, a hand 

gesture can be recognized in 4.5t in this scenario.
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Figure 4. A flowchart for the hand gesture recognition using a multi-class classifier. 

We decided to use single-class classifiers and 

changed the process as shown in Figure 5. In this 

scenario, at first, we try to find the hand gesture 

palm-up in the right ROI. This process will take 

one unit of time (t). If this gesture is not found in 

the right ROI, we try to find palm-right in this 

area. This process again takes (t) time. Next, we 

search for palm-up and palm-left in the left area, 

each taking another (t) time.  

In this way, the maximum processing time is 

when the user shows a palm-left gesture and it is 4 

× t because it will be found after four trials. On 

average, a hand gesture can be found in about 3.3 

units of time, which is better than that of the 

multi-class classifier. Our experiments also 

approved this fact.  

Table 2 shows the maximum and average times 

required in the single-class and multi-class 

scenario. 

After recognizing the user's face and hand 

gestures, their equivalent movements will be sent 

to the game character. These movements are as 

follow: 

 User's face detected: Move forward 

 Simultaneous detection of the face and the 

palm-up gesture: Jump  

 Simultaneous detection of the face and the 

palm-right gesture: Turn right 

 Simultaneous detection of the face and the 

palm-left gesture: Turn left 

 

 

Table 2. Units of time required for hand gesture 

recognition in multi-class and single-class classifiers. 

Hand gesture 
Single-class 

classifier 
Multi-class 
classifier 

Palm-up in the right ROI 1×t 3×t 

Palm-right in the right ROI 2×t 3×t 

Palm-up in the left ROI 3×t 6×t 

Palm-left in the left ROI 4×t 6×t 

Average time required for 

hand gesture recognition 
3.3×t 4.5×t 

 

4. Experimental Results 

In this section, the accuracy and speed of the 

proposed method of gesture recognition are 

presented and compared with the other works. It 

must be mentioned that we developed two 

versions of this game, one for Android and 

another for the Windows operating system. This is 

an advantage of the Unity 3D gaming engine that 

allows game development for different operating 

systems.  

 

4.1. Gesture Recognition Results 

In order to evaluate the accuracy of our gesture 

recognition method, we conducted an experiment 

in which the user played the game and performed 

each gesture 50 times during the game. The 

results obtained are shown in Table 3. The palm-

up gesture was performed using both the right and 

left hands so it occurred 100 times rather than 50. 
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Figure 5. The proposed flowchart for the hand gesture recognition using single-class classifiers for hand gestures. 

Table 3. Evaluating the accuracy of the gesture 

recognition on the mobile phone. 

 Classifier 
No. of 
moves 

Identified 
moves 

Missed  
moves 

Acc (%) 

Palm-up 100 80 20 80 

Palm-right 50 43 7 86 

Palm-left 50 43 7 86 

Face detection 50 50 0 100 

Total  250 216 34 86.4 

 

As one can see in Table 3, the accuracy of face 

detection is 100%. This is due to more positive 

samples used for training the face cascade 

classifier. Furthermore, the face has a better 

texture than the hand, and can be found more 

easily. It also is different from hand gestures, and 

cannot be confused with them. 

Within hand gestures, palm-up has a lower 

accuracy. This is because we use a single 

classifier for palm-up in both hands, while palm-

left and palm-right only happen in their respective 

hands.  

In order to compare the results of our method 

against the others, two similar works [2, 3] were 

considered. The results obtained are shown in 

Figure 6. As it can be seen, the accuracy of the 

proposed method is comparable with these works 

and acceptable. The accuracy and speed are two 

key parameters in the classification systems. 

However, in this work, the speed of the algorithm 

was more important than accuracy, and we tried to 

develop an algorithm that could run on mobile 

devices. Thus, the accuracy of 86.4% was 

acceptable for this work. It must be mentioned 

that the proposed method was evaluated on two 

different devices, a mobile phone with Android 

and a PC with Windows OS, and the accuracy was 

the same. 

 

Figure 6. Comparing the accuracy of the proposed 

method with similar works. 

4.2. Evaluating Speed of Method 

We used two devices for speed measurement. One 

was a low-range personal computer with Core i3 

CPU, 4GB of RAM, and Windows OS. Another 

device was a Samsung Galaxy Note 9 mobile 

phone with Android OS. 

The developed game ran almost fluent on PC and 

achieved the speed of 11 frames per second. In the 

Android version, we achieved 8 frames per 

second, which was slower than the PC version. In 

order to compare the proposed method with the 

other works, we used the PC version since there 

was no similar work in Android OS. The results 

obtained are shown in Figure 7. The speed of this 

video game was higher compared to the other 

works. Meanwhile, the other works only process 

hand gestures but in our method, there is a 

computational burden according to the running 

video game. The other methods have a slower 

execution time even compared with the mobile 

version of this method, which has 8 FPS.  

86.4 
85.92 

86.6 

80 

81 

82 

83 

84 

85 

86 

87 

Our method [2] [3] 

Accuracy
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Figure 8 shows the 3D game environment and the 

detection of the face and two hand-gestures 

(palm-left & palm-right). It can be seen that the 

game character operates correctly according to the 

user gestures.  

 

Figure 7. Comparison of the running speed. 

 

Figure 8. Playing of the interactive game by the user A) 

Face detection makes the character to run forward (B) 

Palm-right gesture makes the character turn right (C) 

Palm-left gesture makes the character turn left. 

 

5. Conclusion 

In this work, we developed an interactive video 

game for the Windows and Android operating 

systems. A new idea was used to communicate 

with the game's character using face detection and 

hand gestures. Four cascade classifiers were 

trained to detect appropriate gestures using the 

LBP and Haar-like features. The proposed method 

showed an accuracy of 86.4% in the gesture 

detection and the speed of 11 fps and 8 fps on the 

PC and mobile phone, respectively. 

Among the advantages of this research work were 

its good execution speed and acceptable accuracy. 

The graphic design of the video game was at a 

higher level compared to the similar works, and 

had an adverse effect on the speed of gesture 

recognition. 

As the future work, we can add a tracking module 

to speed-up the process of gesture recognition and 

have a more stable system. Also for a precise 

control of the game character, the user's body 

skeleton can be calculated, and the user's joints 

can be connected to the game character so that 

s/he can have a complete control over the game. 
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 چکیده:

تلفتن همتراه توستعه  یهتادستگگاه یرا برا یتعامل ییویدیو یباز کیمقاله، ما  نیدارند. در ا یاژهیو گاهیها جایسرگرم نیدر ب ییویدیو یهایامروزه باز

شتبه هتار و  یهتایژگتیبتا و یآبشتار یبند هتاخود کنگرل کند. از طبقه رت و دسترا با حرکات صو یباز تیتواند شخصیکاربر م ،یباز نی. در امیاداده

 یدستت و صتورت مبگنت یفعل تیبا توجه به وضع یباز تیشود. شخصیچهره اسگفاده م صیحرکات دست و تشخ صیتشخ یبرا یمحل ینریبا یالگوها

و  یطراحت منظتور. بته میاه دقت و سرعت مناسب اسگفاده کردهب یابیدسگ یبرا یمخگلف یهادهیکند. از ایحرکت م ،یسلف نیاز دورب یافگیدر ریبر تصاو

هتر دو  یشتار  نوشتگه شتده و بترا یبته زبتاس ست یبتاز نیاند. ابه کار گرفگه شده OpenCV for Unityو  Unity 3D ینرم افزارها یباز یساز ادهیپ

 یشتنهادیپ شرو نیدهتد. همننتیپنج حرکت نشاس مت صیرا در تشخ 4060%ها، دقت شیآزما جیاست. نگا افگهیتوسعه  دیو اندرو ندوزیعامل و سگمیس

 اجرا شود. دیو اندرو ندوزیدر و بیبه ترت هیبر ثان میفر 4و  هیبر ثان میفر 00تواند با سرعت یداشگه و م یقابل قبول مینرخ فر

 .یآبشاربند چهره، طبقه صیحرکات دست، تشخ صیتشخ ل،یموبا ی، بازیتعامل یباز :کلمات کلیدی

 


